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Introduction
INTRODUCTION

The natural curiosity of a student who begins to study a subject or science is 
to know its nature and scope. Such as it is, a student of economics would like 
to know ‘What is economics’ and ‘What is its subject matter’. Surprisingly, 
there is no precise answer to these questions. Attempts made by economists 
over the past 300 years to define economics have not yielded a precise and 
universally acceptable definition of economics. Economists right from Adam 
Smith—the ‘father of economics’—down to modern economists have defined 
economics differently, depending on their own perception of the subject matter 
of economics of their era. Thus, economics is fundamentally the study of 
choice-making behaviour of the people. The choice-making behaviour of the 
people is studied in a systematic or scientific manner. This gives economics 
the status of a social science.

However, the scope of economics, as it is known today, has expanded 
vastly in the post-World War II period. Modern economics is now divided into 
two major branches: Microeconomics and Macroeconomics. Microeconomics 
is concerned with the microscopic study of the various elements of the 
economic system and not with the system as a whole. As Lerner has put it, 
‘Microeconomics consists of looking at the economy through a microscope, 
as it were, to see how the million of cells in body economic—the individuals 
or households as consumers and the individuals or firms as producers—play 
their part in the working of the whole economic organism.’ Macroeconomics 
is a relatively new branch of economics. Macroeconomics is the study of the 
nature, relationship and behaviour of aggregates and averages of economic 
variables. Therefore, technique and process of business decision-making has 
of late changed tremendously.

The basic functions of business managers is to take appropriate decisions 
on business matters, to manage and organize resources, and to make optimum 
use of the available resources with the objective of achieving the business 
goals. In today’s world, business decision-making has become an extremely 
complex task due to the ever-growing complexity of the business world 
and the business environment. It is in this context that modern economics – 
howsoever defined–contributes a great deal towards business decision-making 
and performance of managerial duties and responsibilities. Just as biology 
contributes to the medical profession and physics to engineering, economics 
contributes to the managerial profession.

This book, Managerial Economics aims at equipping management 
students with economic concepts, economic theories, tools and techniques 
of economic analysis applied to business decision-making.

The book has been written in keeping with the self-instructional mode 
or the SIM format wherein each Unit begins with an Introduction to the 
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topic, followed by an outline of the Objectives. The detailed content is then 
presented in a simple and organized manner, interspersed with Check Your 
Progress questions to test the student’s understanding of the topics covered. 
A Summary along with a list of Key Words and a set of Self-Assessment 
Questions and Exercises is provided at the end of each Unit for effective 
recapitulation.
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1.0 INTRODUCTION

Managerial Economics has emerged as a separate branch of economics. The 
emergence of managerial economics can be attributed to at least three factors: 
(i) growing complexity of the business environment and decision-making 
process; (ii) increasing application of economic logic, concepts, theories 
and tools of economic analysis in the process of business decision-making; 
and (iii) rapid increase in demand for professionally trained managerial 
manpower with good knowledge of economics. The growing complexity of 
the business world can be attributed to rapid growth of large scale industries, 
increasing	number	of	business	firms,	quick	innovation	and	introduction	of	
new products, globalization and growth of multinational corporations, merger 
and	acquisition	of	business	firms,	and	large-scale	diversification	of	business	
activities.	These	 factors	 have	 contributed	 a	 great	 deal	 to	 the	 inter-firm,	
inter-industry and inter-country business rivalry and competition, enhancing 
uncertainty and risk in the business world.

A systematic analysis of market conditions and business environment 
requires	collecting	large-scale	data	on	demand	and	supply	conditions,	cost	of	
production, pricing system, and morphology of market, the nature and degree 
of competition and so on. It is in this context of the managerial function 
that economics contributes a great deal. It is for this reason that managerial 
economics has emerged as an important aspect of management studies.
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1.1 OBJECTIVES

After going through this unit, you will be able to:
 •	Define	the	concept	of	managerial	economics
 • Discuss the role and responsibilities of managerial economist
 • Explain the goals of corporate enterprises

1.2 CONCEPT OF MANAGERIAL ECONOMICS

Managerial economics can	be	defined	as	the study of economic theories, logic, 
concepts and tools of economic analysis applied in the process of business 
decision making.	In	general	practice,	economic	theories	and	techniques	of	
economic analysis are applied to diagnose the business problems and to 
evaluate	alternative	options	and	opportunities	open	to	the	firm	for	finding	
an	optimum	solution	 to	 the	problems.	Look	 at	 some	other	 definitions	of	
managerial economics offered by some economists.
Mansfield: “Managerial economics is concerned with the application of 
economic concepts and economics to the problem of formulating rational 
decision making’’.
Spencer and Seigelman: “Managerial economics is the integration of 
economic theory with business practice for the purpose of facilitating decision 
making and forward planning by management.”
Davis and Chang: “Managerial Economics applies the principles and methods 
of economics to analyse problems faced by management of a business, or 
other	types	of	organizations,	and	to	help	find	solutions	that	advance	the	best	
of such organizations.”
Douglas: “Managerial economics is concerned with the application of 
economic principles and methodologies to the decision making process within 
the	firm	or	organization.	It	seeks	to	establish	rules	and	principles	to	facilitate	
the attainment of the desired goal of management.”

As	these	definitions	reveal,	managerial	economics	is	an	integration	of	
economic science with decision making process of business management. 
The integration of economic science with management has become inevitable 
because	application	of	economic	theories	and	analytical	tools	make	significant	
contribution to managerial decision-making.

As we know, the basic managerial functions are planning, organizing, 
staffing,	 leading	 and	 controlling	 business	 related	 factors.	The	 ultimate	
objective of these managerial functions is to ensure maximum return from the 
utilization	of	firm’s	resources.	To	this	end,	managers	have	to	take	decisions	at	
each stage their functions in view of business issues and implement decisions 
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effectively to achieve the goals of the organization. As we will see later, almost 
all managerial decision issues involve economic analysis and analytical 
techniques.	Therefore,	economic	 theories	and	analytical	 tools	are	applied	
as	a	means	 to	find	solution	 to	 the	business	 issue.	This	 is	how	economics	
gets integrated to managerial functions and gives emergence of managerial 
economics. The integration of economics with business management is 
illustrated in Figure 1.1.

Figure 1.1  shows the major areas of business decisions making. Taking 
decision on all of these business problems involves economic consideration. 
For	 example,	 choice	 of	 the	 product	 requires	 assessment	 of	 demand	 and	
supply	conditions	of	the	perspective	products.	This	requires	application	of	
theories	of	demand	and	supply.	Similarly,	all	other	decision	problems	require	
the application of relevant economic concepts, theories and analytical tools 
to	find	ways	and	means	to	arrive	at	an	appropriate	solution	to	the	problem.

Managerial Decision Areas
•  Choice of business area given the resources
•  Choice of product
•  Determining optimum output
•  Choice of technology—factor combination
•		Acquisition	of	inputs—labour	and	capital
•  Determining price of the product
•  Assessing economic environment and business scope

   Economic Science       Quantitative Methods
Microeconomics and  •  Mathematical Tools 
Macroeconomics: •  Statistical Tools
Economic Principles, Theories,  •  Game Theory
Concepts and Tools of Analysis •  Econometrics

Managerial Economics
	 Application	of	economic	theories	and	quantitative	 

methods	to	find	solution	to	business	problem

Fig. 1.1 Integration of Economics with Managerial Decisions
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However, application of economic concepts and theories alone is not 
sufficient	to	make	a	specific	decision.	It	has	to	be	combined	with	quantitative 
methods to	find	a	numerical	solution	to	the	decisions	problems.	For	example,	
once	the	choice	of	product	is	finalized,	next	question	arises	‘how	much	to	
produce’	to	optimize	the	output.	To	find	answer	to	this	question,	quantitative	
methods have to be combined with the theories of production and cost. It 
means that to make a sound decision, economic concepts and theories have 
to	be	integrated	with	quantitative	methods	and	models.	The	integration	of	
economic	theories	and	concepts	with	quantitative	methods	creates	managerial 
economics.

It may be added at the end that economic science has a very wide 
perspective. All economic theories are neither applicable nor are applied 
to business decision-making. Most business management issues are of 
internal	nature	and	a	significant	part	of	microeconomics	deals	with	internal	
decision-making	 issues	 of	 the	 business	firms—what	 to	 produce,	 how	 to	
produce, how much to produce, and what price to charge, etc. That is why 
most microeconomic theories and analytical tools are generally applied to 
managerial decision-making. Therefore, managerial economics is treated as 
applied microeconomics. Macroeconomics deals with environmental issues—
how is the economic condition of the country; what is the likely trend; what 
are government’s economic policies; how government policies might affect 
business environment of the country; what kind of business policy will be 
required,	and	so	on.

1.2.1 Role and Responsibilities of a Mangerial Economist

The primary function of managers is to take appropriate decisions and 
implement them effectively to achieve the objective of the organization to 
maximum possible extent, given the resources. Application of economics 
contributes a great deal to managerial decision-making as it provides guidance 
in	finding	an	appropriate	solution	to	the	business	problem.	Just	as	biology	
contributes to medical profession and physics to engineering, economics 
contributes to managerial functions. As such, a working knowledge of 
economics is essential for managers. Managers are, in fact, practicing 
economists.

Let us now see how economics contributes to managerial decisions. 
All the areas of managerial decisions, as noted in Figure 1.1, have economic 
perspective. Therefore, economic theories, concepts and tools of analysis 
are	applied	as	roadmap	to	find	solution	to	business	problems.	It	has	been	
found empirically that application of economic theories and tools of analysis 
makes	significant	contribution	to	the	process	of	business	decision	making	
in many ways.

According to Baumol, a Nobel laureate in economics, economic theory 
contributes to business decision making in three important ways.
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First,	‘one	of	the	most	important	things	which	the	economic	theory	
can contribute to management science’ is providing framework for building 
analytical models which can help recognize the structure of managerial 
problem, determine the important factors to be managed, and eliminate the 
minor factors that might obstruct decision making.

Secondly,	economics	provides	‘a	set	of	analytical	methods’	which	may	
not	be	directly	applicable	to	analyse	specific	business	problems	but	they	do	
widen the scope of business analysis and enhance the analytical capability 
of the business analyst in understanding the nature of the business problems. 

Thirdly, various economic terms are used in common parlance, which 
are not applicable to business analysis and decision making. Economic theory 
offers clarity to various economic concepts used in business analysis, which 
enables the managers to avoid conceptual pitfalls. For example, in general 
sense,	‘demand’	means	quantity	demanded	at	a	point	of	time.	But,	in	economic	
sense,	‘demand’	means	the	quantity	people	are	willing	to	buy	at	a	given	price	
and they have ability and willingness to pay.

Apart from providing analytical models and methods and conceptual 
clarity, economics contributes to business decision in many other ways 
also. Most business conditions are taken under the condition of risk and 
uncertainty. Risk and uncertainty arise in business because of continuous 
change in business conditions and environment, and unpredictable market 
behaviour.	Economics	provides	models,	tools	and	technique	to	predict	the	
future course of market conditions, ways and means to assess the risk and, 
thereby, helps in business decision making.

It is because of these important contributions of economics to business 
decision making that economics has been integrated with managerial 
decisions. Managerial decision making without applying economic logic, theory 
and analytical tools may not offer a reasonable solution.

1.3 GOALS OF CORPORATE ENTERPRISES

What	is	the	objective	of	business	firms?	The	quick	answer	to	this	question	is	
‘making	maximum	profit,	of	course!’	However,	economists	do	not	agree	with	
this answer. According to Baumol, a Nobel laureate in Economics and an 
authority	on	business	economics,	“It	is	most	frequently	assumed	in	economic	
analysis	that	the	firm	is	trying	to	maximize	its	total	profit.	However,	there	
is	no	reason	to	believe	that	all	business	firms	pursue	the	same	objective”’.	
“In	fact,	it	is	common	experience	when	interviewing	executives	to	find	that	
they will agree to every plausible goal about which they are asked. They say 
they	want	to	maximize	sales	and	also	to	maximize	profits;	that	they	wish	...	
to minimize cost; and so on”.
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In fact, researches conducted by the economists over time reveal that 
business	firms	pursue	different	objectives	under	different	kinds	of	market	
conditions.	The	conventional	theory	of	firm	is	based	on	the	assumptions	that	
the	objective	of	business	firms	is	to	maximize	profits.	However,	economists	
have	 found	 that	 business	 firms	 pursue	many	 other	 objectives,	 viz.,	 (i) 
maximization of sales revenue (Baumol), (ii)	maximization	of	firm’s	growth	
rate (Marris), (iii) maximization of managerial utility function (Williamson),  
(iv)	satisficing	behaviour	(Cyert	and	March),	(v) long-run survival and market 
share goal, and (vi) entry-prevention and risk-avoidance. The economists 
have pointed out some other objectives such as achieving a target growth 
rate,	making	a	target	profit,	and	making	a	satisfactory	or	reasonable	profit.

Since it is the responsibility of business managers to achieve the 
objective	of	the	firm,	they	need	to	have	a	clear	perception	and	understanding	
of the objective they have to achieve. Therefore, we begin the study of 
managerial economics with a brief discussion on the nature and purpose 
of	different	objectives	of	business	firms	and	why	and	what	objective	of	the	
firm	is	determined.	The	various	objectives	of	business	firms	are	generally	
classified	under	two	categories:
 (i)	Profit	maximization,	and
 (ii) Alternative objectives.

1.3.1	 Maximization	of	Profit

The	conventional	economic	theory	assumes	profit	maximization	as	the	only	
objective	of	business	firms	—profit	measured	as	TR–TC. Profit	maximization	
as	the	objective	of	business	firms	has	a	long	history	in	economic	literature.	It	
forms	the	basis	of	conventional	price	theory.	Profit	maximization	is	regarded	
as	 the	most	 reasonable	 and	 analytically	 the	most	 ‘productive’	 business	
objective. The strength of this assumption lies in the fact that this assumption 
‘has	never	been	unambiguously	disproved’.

Besides,	profit	maximization	assumption	has	a	greater	predictive	power.	
It	helps	in	predicting	the	behaviour	of	business	firms	in	the	real	world	and	
also the behaviour of price and output under different market conditions. 
No	other	hypothesis	explains	and	predicts	the	behaviour	of	firms	better	than	
the	profit	maximization	assumption.	Nevertheless,	the	profit	maximization	
has	 been	 questioned	 strongly	 by	 some	modern	 economists.	This	 created	
a controversy on objectives of business	firms.	The	 controversy	has	 been	
discussed below in detail.

Controversy	On	Profit	Maximization:	Theory	Vs. Practice 

As discussed above, the conventional theory of firm assumes profit 
maximization	 as	 the	 sole	 objective	 of	 the	 business	firms.	Some	modern	
economists,	however,	refute	the	profit	maximization	assumption	because,	in	
their	opinion,	it	is	practically	non-achievable.	Their	own	findings	reveal	that	
business	firms,	especially	big	corporations,	pursue	several	other	objectives,	
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rather	than	profit	maximization.	However,	some	modern	economists	have	
strongly	 defended	 the	 profit	maximization	 objective.	This	 has	 created	 a	
controversy	on	the	profit	maximization	objective	of	the	business	firms.	In	this	
section,	we	discuss	briefly	the	arguments	against	and	for	profit	maximization	
objective. 

Arguments	against	Profit-Maximization	Objective	

 (i) The first argument against the profit maximization objective is 
based on the dichotomy between the ownership and management of 
business	firms. It is argued that, in modern times, due to rapid growth 
of	large	business	corporations,	management	of	business	firms	has	got	
separated from the ownership. The separation of management from 
ownership gives managers an opportunity and also the discretion 
to	 set	 firm’s	 goals	 other	 than	 profit	maximization.	The	 researches	
conducted by the economists reveal that, in practice, business 
managers pursue such objectives as (a) maximization of sales revenue,  
(b) maximization of the value of the firm, i.e., the net worth of the firm,  
(c) maximization of managerial utility function, (d) maximization 
of firm’s growth rate, (e) making a target profit, (f) retaining and 
increasing market share, and so on. 

 (ii) Another argument against profit maximization objective is that 
traditional	theory	of	firm	assumes	managers	to	have	full	and	perfect	
knowledge of market conditions and of the possible future development 
in	business	environment	of	firm.	The	firm	is	thus	supposed	to	be	fully	
aware of its demand and cost conditions in both short and long runs. 
Briefly	 speaking	 under	 profit	maximization	 objective,	 a	 complete	
certainty about the market conditions is assumed. Some modern 
economists	question	the	validity	of	this	assumption.	They	argue	that	the	
firms	do	not	possess	the	perfect	knowledge	of	their	costs,	revenue	and	
future business environment. They operate in the world of uncertainty. 
Most price and output decisions are based on probabilities.
Besides,	it	is	further	argued	that	the	equi-marginal	principle	of	profit	

maximization,	i.e.,	equalizing	MC and MR, has been claimed to be ignored 
in	the	decision-making	process	of	the	firms.	Empirical	studies	of	the	pricing	
behaviour	of	 the	firms	have	shown	that	 the	marginal	rule	of	pricing	does	
not	stand	the	test	of	empirical	verification.	Hall	and	Hitch	have	found,	in	
their	study	of	pricing	practices	of	38	UK	firms,	that	the	firms	do	not	pursue	
the	objective	of	profit	maximization	and	that	they	do	not	use	the	marginal	
principle	 of	 equalizing	MR and MC in their price and output decisions. 
According	to	them,	most	firms	aim	at	long-run	profit	maximization.	In	the	
short-run, they set the price of their product on the basis of average cost 
principle, so as to cover AC = AVC + AFC (where AC = Average cost,  
AVC = Average variable cost, AFC =	Average	fixed	cost)	and	a	normal	margin	
of	profit	(usually	10	per	cent).	
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In a similar study, Gordon has found (i) that there is a marked deviation 
in the real business conditions from the assumptions of the traditional theory, 
and (ii) that pricing practices were notably different from the marginal theory 
of pricing. Gordon has concluded that the real business world is much more 
complex than the one postulated by the theorists. Because of the extreme 
complexity of the real business world and ever-changing conditions, the 
past	experience	of	the	business	firms	is	of	little	use	in	forecasting demand, 
price	and	costs.	The	firms	are	not	aware	of	their	MR and MC. The average-
cost-principle of	pricing	is	widely	used	by	the	firms.	Findings	of	many	other	
studies of the pricing practices lend support to the view that there is little 
link between pricing theory and pricing practices.

The	Defence	of	Profit	Maximization

The	arguments	against	profit-maximization	objectives	have	been	strongly	
rejected by other economists. They argued strongly that pricing theory does 
have	relevance	to	the	actual	pricing	policy	of	the	business	firms.	A	section	
of	economists	has	strongly	defended	the	profit	maximization	objective	and	
‘marginal	 principle’	 of	 pricing	 and	 output	 decisions.	The	 empirical	 and	
theoretical	support	put	forward	by	them	in	defence	of	the	profit	maximization	
objective and marginal rule of pricing may be summed as follows.

In	 two	 empirical	 studies	 of	 110	 ‘excellently	managed	 companies’,	
J.S.	Earley	has	concluded	that	the	firms	do	apply	the	marginal	rules	in	their	
pricing and output decisions. Fritz Maclup has argued in abstract theoretical 
terms that empirical studies by Hall and Hitch and by Lester do not provide 
conclusive evidence against the marginal rule and that these studies have their 
own weaknesses. He argues further that there has been a misunderstanding 
regarding the purpose of traditional theory of value. The traditional theory 
seeks to explain market mechanism, resource allocation through price 
mechanism and has a predictive value, rather than dealing with pricing 
practices	of	individual	firms.	The	relevance	of	marginal	rules	in	actual	pricing	
system	of	firms	could	not	be	established	for	lack	of	communication	between	
the businessmen and the researchers as they use different terminology. 
Researchers use technical terms like MR, MC and elasticities which are often 
abstract for businessmen. Besides, businessmen, even if they do understand 
economic concepts, would not admit that they are making abnormal profits 
on	the	basis	of	marginal	rules	of	pricing.	They	would	instead	talk	of	a	‘fair	
profit’.	Also,	Maclup	 is	 of	 the	opinion	 that	 the	practices	 of	 setting	price 
equal	to	average variable cost plus a profit margin is not incompatible with 
the marginal rule of pricing and that the assumptions of traditional theory 
are plausible.

While	 the	 controversy	 on	 profit	maximization	 objective	 remains	
unresolved, the conventional theorists, the marginalists, continue to defend 
the	profit	maximization	objective.
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1.3.2 Value of Enterprise

The	modern	 theory	 of	 firm	makes	 a	 distinction	 between	 the	 ‘principal’	
(owner)	and	the	‘agent’	(manager)	of	the	firm	and	also	between	the	objectives	
of	owners	and	managers.	According	to	the	modern	theory	of	firm,	owner’s	
objective is the maximization of the value of the firm whereas objective of 
business managers is to maximize profit	of	the	firm.	The	profit	maximization	
objective	 is	 implicitly	assumed	 to	be	current	or	 short-run	profit,	whereas	
maximization	of	firm’s	value	is	a	long-term	objective.	It	implies	that	owners	
pursue the long-term objective and managers pursue short-term objective. 
However, as we will see below, both objectives turn out to be the same. Let 
us	first	look	at	the	value	maximization	approach	of	the	modern	theory	of	firm.	

According	 to	 the	modern	 theory	of	firm,	 owners	 of	 the	firms	have	
been found to pursue the objective of maximizing the value or the worth of 
the	firm.	To	this	end,	they	prefer	to	sacrifice	the	short-run	objective	of	profit	
maximization. Therefore, the recent development in the theory	of	the	firm 
postulates	that	the	objective	of	business	firms	is	to	maximize	the	value or the 
wealth	of	the	firms in the long run, i.e., the value at which can be sold out. 

The	future	value	of	the	firm	is	worked	out	by	estimating	the	present 
value	of	the	expected	future	profits	of	the	firm	by	discounting	the	profit	by	
the degree of risk. The formula for estimating the present value (PV) is 
given below.

 PV  31 2
1 2 3 ...

(1 ) (1 ) (1 ) (1 )
n

nr r r r
π ππ π= + + + +

+ + + +

  
1
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n

ni r=
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+

    

(where PV = sum of the present	value	of	expected	future	profits;	π1, 
π2, π3 …, πn represent	the	expected	future	profits	from	1	to	n years; r = rate 
of discount.

Note	that	the	present	value	of	the	firm	(PV), estimated by the formula 
given	above	depends	on	the	anticipated	rate	of	profit	(π).	Since,	the	rate	of	
profit	 is	estimated	as	TR –TC, the maximization of the value of the firm 
would	depend	on	the	rate	of	profit	(π).	It	implies	that	maximization	of	profit	
would maximize the present value of the firm	–	the	higher	the	value	of	πs,	
the	higher	the	value	of	the	firm.	It	may	thus	be	concluded	that	the	objective	
of	maximization	 of	 the	 value	 of	 the	firm	 is	 not	 different	 from	 the	 profit	
maximization	objective	of	the	firm.

Check Your Progress

	 1.	Define	managerial	economics.
	 2.	What	does	macroeconomics	deal	with?
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1.4 ANSWERS TO CHECK YOUR PROGRESS 
QUESTIONS

	 1.	Managerial	economics	can	be	defined	as	the	study	of	economic	theories,	
logic, concepts and tools of economic analysis applied in the process 
of business decision-making.

 2. Macroeconomics deals with environmental issues— how is the 
economic condition of the country; what is the likely trend; what are 
government’s economic policies; how government policies might affect 
business environment of the country; what kind of business policy will 
be	required,	and	so	on.

1.5 SUMMARY

 •	Managerial	economics	can	be	defined	as	the	study	of	economic	theories,	
logic, concepts and tools of economic analysis applied in the process 
of business decision-making.

 • The primary function of managers is to take appropriate decisions and 
implement them effectively to achieve the objective of the organization 
to maximum possible extent, given the resources.

 • It is because of these important contributions of economics to business 
decision making that economics has been integrated with managerial 
decisions. Managerial decision making without applying economic 
logic, theory and analytical tools may not offer a reasonable solution.

 •	The	conventional	economic	theory	assumes	profit	maximization	as	the	
only	objective	of	business	firms—profit	measured	as	TR–TC.

 •	The	 arguments	 against	 profit-maximization	 objectives	 have	 been	
strongly rejected by other economists. They argued strongly that pricing 
theory does have relevance to the actual pricing policy of the business 
firms.

 •	The	modern	theory	of	firm	makes	a	distinction	between	the	‘principal’	
(owner)	and	the	‘agent’	(manager)	of	the	firm	and	also	between	the	
objectives of owners and managers.

1.6 KEY WORDS

 • Profit:	 It	 is	 a	financial	benefit	 that	 is	 realized	when	 the	amount	of	
revenue gained from a business activity exceeds the expenses, costs 
and taxes needed to sustain the activity.



NOTES

Self-Instructional
Material  11

Nature and Scope of  
Managerial Economics

 • Macroeconomics: It is the branch of economics that is concerned with 
the major, general features of a country’s economy, such as the level 
of	inflation,	unemployment,	or	interest	rates.

1.7 SELF ASSESSMENT QUESTIONS AND 
EXERCISES

Short-Answer Questions

 1. Write a short note on the concept of managerial economics.
	 2.	What	are	the	goals	of	corporate	enterprises?
	 3.	How	does	managerial	economics	assist	in	taking	business	decisions?

Long-Answer Questions

 1. Discuss the role and responsibilities of a managerial economist.
	 2.	Analyse	the	arguments	for	and	against	profit	maximization.
 3. Explain the value maximization approach of the modern theory of the 

firm.
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2.0 INTRODUCTION

The	analysis	of	market	demand	for	a	firm’s	product	plays	a	crucial	role	in	
business	decision-making.	The	market	demand	or	the	size	of	the	market	at	a	
point	in	time	at	different	prices	gives	the	overall	scope	of	business;	it	gives	
prospects	for	expanding	business;	and	it	plays	a	crucial	role	in	planning	for	
future	production,	inventories	of	raw	materials,	advertisement,	and	setting	
up	sales	outlets.	Therefore,	the	information	regarding	the	magnitude	of	the	
current and future demand for the product is indispensable. Theory of demand 
provides	an	insight	and	helps	in	analysing	these	problems.	

2.1 OBJECTIVES

After	going	through	this	unit,	you	will	be	able	to:
 •	Define	elasticity	of	demand
 •	Explain	the	factors	influencing	price	elasticity	of	demand
 • Identify the market demand determinants
 • Discuss the types of demands
 •	Analyse	application	of	elasticities	in	business	decision-making
 •	Define	demand	forecasting
 •	 State	 the	 demand	 forecasting	methods	 used	 for	 industrial	 goods,	

consumer	goods	and	consumer	durables
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2.2 ELASTICITY OF DEMAND

In	 general	 terms,	 the	 elasticity of demand	 is	 defined	 as	 the degree of 
responsiveness	 of	 demand	 for	 a	 product	 to	 change	 in	 its	 determinants.	
The	measure	 of	 the	 degree	 of	 responsiveness	 of	 demand	 to	 change	 in	
its	 determinants	 gives	 the	measure	 of	 the	extent of relationship	 between	 
the	demand	for	a	product	and	any	of	its	determinants.	In	technical	terms,	the	
measure of elasticity of demand is called elasticity coefficient measured by 
the	following	formula:

Ed = 
Percentage	Change	in	Quantity	Demanded	of	Product	
Percentage	Change	in	Demand	Determinant	Factor 

X
Y

For	instance,	suppose	a	determinant	of	demand	for	a	product	changes	
by	10	percent	and,	as	a	result,	demand	changes	by	15	percent.	In	that	case,	
the	elasticity	coefficient	equals	15/10	=	1.5.

The	general	formula	for	measuring	the	elasticity	of	demand	can	be	
expressed	as	follows.

    Ed	=	
/
/

Q Q Q Y
Y Y F Q

∆ ∆= ×
∆ ∆  …(2.1)

where	Q =	 quantity	 demanded	 initially;	∆Q	 =	 change	 in	 demand,	Y	 =	
the	original	value	of	demand	determinant	factor;	and	∆Y	=	change	in	the	
determinant factor.

Let	 us	 now	discuss	 the	 elasticity	 of	 demand	with	 reference	 to	 its	
different determinants. 

2.2.1 Price Elasticity of Demand

Price elasticity of demand is generally defined as the responsiveness or 
sensitiveness of demand for a commodity to the changes in its price. More 
precisely,	elasticity of demand is the percentage change in demand due to 
one per cent change in the price of the commodity.	A	formal	definition	of	
price elasticity of demand (ep)	is	given	as

ep = Percentage change in quantity demanded
Percentage change in price

A	general	formula	for	calculating	coefficient	of	price	elasticity,	as	given	
in	Eq.	(8.1),	is	given	as	follows:

 ep		 =	
Q P Q P

Q P Q P
∆ ∆ ∆÷ = ×

∆

	 	 =	
Q P
P Q

∆ ×
∆  …(2.2)

where	Q	=	original	quantity	demanded,	P	=	original	price,	∆Q	=	change	in	
quantity	demanded	and	∆P	=	change	in	price.
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It	is	important	to	note	here	that	a	minus	sign	(–)	is	generally	inserted	
in	the	formula	before	the	fraction	in	order	to	make	the	elasticity	coefficient	
a	non-negative	value.

The	price	 elasticity	 can	be	measured	between	 any	 two	points	 on	 a	
demand curve (called arc elasticity).

2.3 FACTORS INFLUENCING PRICE ELASTICITY 
OF DEMAND

Price-elasticity	of	demand	for	a	product	may	vary	between	zero	and	infinity.	
However,	price-elasticity	of	demand,	at	a	given	price,	varies	from	product	
to	product	depending	on	the	following	factors.
 1. Availability of Substitutes: One of the most important determinants 

of elasticity of demand for a commodity is the availability of its close 
substitutes.	The	higher	the	degree	of	closeness	of	the	substitutes,	the	
greater	the	elasticity	of	demand	for	the	commodity.	For	instance,	coffee	
and	tea,	rice	and	wheat,	and	petrol	and	diesel	may	be	considered	as	close	
substitutes	for	one	another.	If	price	of	one	of	these	goods	increases,	the	
other	commodity	becomes	relatively	cheaper.	Therefore,	consumers	
buy	more	of	the	relatively	cheaper	good	and	less	of	the	costlier	one,	
all	other	things	remaining	the	same.	The	elasticity	of	demand	for	the	
substitute	goods	will	be	higher.	Besides,	 the	wider	 the	range	of	 the	
substitutes,	the	greater	the	elasticity.	For	instance,	soaps,	toothpastes,	
cigarettes,	etc.,	are	available	in	different	brands,	each	brand	being	a	
close	substitute	for	the	other.	Therefore,	the	price-elasticity	of	demand	
for	each	brand	is	much	greater	than	that	for	the	generic	commodity.	On	
the	other	hand,	sugar	and	salt	do	not	have	close	substitutes	and	hence	
their	price-elasticity	is	lower.

 2. Nature of Commodity: The nature of a commodity also affects the 
price-elasticity	of	its	demand.	Commodities	can	be	grouped	as	luxuries,	
comforts,	and	necessities.	Demand	for	luxury	goods	(e.g.,	high-price	
refrigerators,	TV	sets,	cars,	decoration	items,	etc.)	is	more	elastic	than	
the	demand	for	necessities	and	comforts	because	consumption	of	luxury	
goods	can	be	dispensed	with	or	postponed	when	their	prices	rise.	On	
the	other	hand,	consumption	of	necessary	goods,	(e.g.,	sugar,	clothes,	
vegetables)	cannot	be	postponed	and	hence	their	demand	is	inelastic.	
Comforts	have	more	elastic	demand	than	necessities	and	less	elastic	
than	luxuries.	Commodities	are	also	categorized	as	durable	goods	and	
perishable	or	non-durable	goods.	Demand	for	durable	goods	is	more	
elastic	 than	 that	 for	 non-durable	 goods,	 because	when	 the	 price	 of	
the	former	increases,	people	either	get	the	old	one	repaired	instead	of	
replacing	it	or	buy	a	‘second	hand’.
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Demand Analysis 3. Weightage in the Total Consumption:	Another	factor	that	influences	
the	elasticity	of	demand	is	the	proportion	of	income	which	consumers	
spend on a particular commodity. If proportion of income spent on a 
commodity	is	large,	its	demand	will	be	more	elastic.	On	the	contrary,	
if	the	proportion	of	income	spent	on	a	commodity	is	small,	its	demand	
is	less	price-elastic.	Classic	examples	of	such	commodities	are	salt,	
matches,	books,	pens,	toothpastes,	etc.	These	goods	claim	a	very	small	
proportion	of	income.	Demand	for	these	goods	is	generally	inelastic	
because	increase	in	the	price	of	such	goods	does	not	substantially	affect	
the	consumer’s	budget.	Therefore,	people	continue	to	purchase	almost	
the	same	quantity	even	when	their	prices	increase.

 4. Time Factor in Adjustment of Consumption Pattern:	Price-elasticity	
of demand depends also on the time consumers need to adjust their 
consumption pattern to a new price:	the	longer	the	time	available,	the	
greater	the	price-elasticity.	The	reason	is	that	over	a	period	of	time,	
consumers	are	able	to	adjust	their	expenditure	pattern	to	price	changes.	
For	 instance,	 if	 the	 price	 of	 high	quality	 cell	 phones	 is	 decreased,	
demand	will	not	increase	immediately	unless	people	possess	excess	
purchasing	power.	But	over	time,	people	may	be	able	to	adjust	their	
expenditure	pattern	so	that	they	can	buy	a	laptop	at	a	lower	(new)	price.	
Consider	another	example.	If	price	of	petrol	is	reduced,	the	demand	
for	petrol	does	not	increase	immediately	and	significantly.	Over	time,	
however,	people	get	incentive	from	low	petrol	prices	to	buy	automobiles	
resulting	in	a	significant	rise	in	demand	for	petrol.

 5. Range of Commodity Use: The range of uses of a commodity also 
influences	the	price-elasticity	of	its	demand.	The	wider	the	range	of	the	
uses	of	a	product,	the	higher	the	elasticity	of	demand	for	the	decrease	in	
price.	As	the	price	of	a	multi-use	commodity	decreases,	people	extend	
their	consumption	to	its	other	uses.	Therefore,	the	demand	for	such	a	
commodity	generally	increases	more	than	the	proportionate	increase	
in	its	price.	For	instance,	milk	can	be	taken	as	it	is	and	in	the	form	of	
curd,	cheese,	ghee	and	butter-milk.	The	demand	for	milk	will	therefore	
be	highly	elastic	for	decrease	in	price.	Similarly,	electricity	can	be	used	
for	lighting,	cooking,	heating	and	for	industrial	purposes.	Therefore,	
with	decrease	in	its	price,	demand	for	electricity	has	a	greater	elasticity.	
However,	for	the	increase	in	price,	such	commodities	have	a	lower	price-
elasticity	because	the	consumption	of	a	normal	good	cannot	be	cut	down	
substantially	beyond	a	point	when	the	price	of	the	commodity	increases.	

 6. Proportion of Market Supplied: The elasticity of market demand also 
depends on the proportion of the market supplied at the ruling price. 
If	less	than	half	of	the	market	is	supplied	at	the	ruling	price,	price-
elasticity	of	demand	will	be	higher	than	1	and	if	more	than	half	of	the	
market	is	supplied,	e < 1.
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2.4 DEMAND DETERMINANTS

Market	 demand	 for	 a	 product	 depends	 on	 a	 number	 of	 factors,	 called	
determinants of demand.	The	knowledge	of	the	determinants	of	market	
demand	for	a	product	and	the	nature	of	relationship	between	the	demand	and	
its	determinants	proves	very	helpful	in	analyzing	and	estimating	demand	for	
the product. It may be noted at the very outset that a host of factors determine 
the market demand for a product.

In	general,	however,	following	are	the	factors	that	determine	the	market	
demand	for	a	product:
 •	 Price	of	the	product,
  •	 Price	of	the	related	goods—substitutes,	complements	and	supplements,
  •	Level	of	consumers’	income,
  •	Consumers’	taste	and	preferences,
  •	Advertisement	of	the	product,
  •	Consumers’	expectations	about	future	price	and	supply	position,
  • Demonstration	effect	and	‘bandwagon	effect’,
  •	Consumer-credit	facility,
  •	 Population	of	the	country	(for	the	goods	of	mass	consumption),
 •	Distribution	pattern	of	national	income,	etc.

To	this	list,	one	may	add	such	factors	as	off-season	discounts	and	gifts,	
number	of	uses	of	a	commodity,	level	of	taxation	and	the	general	social	and	
political	environment	of	the	country	(especially	with	respect	to	demand	for	
capital	goods).

All	these	factors	are,	however,	not	equally	important.	Besides,	some	of	
them	are	not	even	quantifiable.	For	example,	consumer’s	preferences,	utility,	
demonstration	effect,	expectations,	etc.,	are	difficult	to	measure.	Nevertheless,	
we	will	discuss	here	both	quantifiable	and	non-quantifiable	determinants	of	
the demand for a product.
1. Price of the Product: The price of a product is one of the most important 
determinants	of	its	demand	in	the	long-run	and	the	only	determinant	in	the	
short-run.	The	price	of	a	product	and	its	quantity	demanded	are	inversely	
related. The	law	of	demand	states	that	the	quantity	demanded	of	a	product	
which	its	consumers/users	would	like	to	buy	per	unit	of	time,	increases	when	
its	price	falls	and	decreases	when	its	price	increases,	other factors remaining 
constant.	The	 assumption	 ‘other	 factors	 remaining	 constant’	 implies	 that	
factors	other	than	price	remain	constant,	particularly	income	of	the	consumers,	
prices	of	 the	substitutes	and	complementary	goods,	consumer’s	 taste	and	
preferences,	 and	number	of	 consumers,	 remain	unchanged.	Other	 factors	
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in short run.
2. Price of the Related Goods: The demand for a commodity is also affected 
by	the	changes	in	the	prices	of	its	related	goods.	Related	goods	are	classified	
under	two	categories:	(i)	substitutes, and (ii) complementary goods.
(i) Substitutes:	Two	 commodities	 are	 deemed	 to	 be	 substitutes for one 
another	if	they	satisfy	the	same	want	and	change	in	the	price	of	one	changes	
the	demand	for	its	substitute	in	the	same	direction.	That	is,	increase	in	the	
price	of	a	good	increases	demand	for	its	substitutes.	For	instance,	tea	and	
coffee,	hamburgers	and	hot-dogs,	petrol	and	CNG,	alcohol	and	drugs	are	
some	common	examples	of	substitutes	in	the	case	of	consumer	goods.	What	
is	important	from	managerial	point	of	view	is	that	increase	in	the	price	of	a	
good	(say,	X) causes increase in demand for its substitute (say Y).

The demand function for X and Y	with	respect	 to	 the	price	of	 their	
substitutes	can	be	written	as	follows.

Dx	=	f(Py),	∆Dx/∆Py > 0 and Dy	=	f(Px),	∆Dy/∆Px > 0

(b)

Fig. 2.1 Demand for Substitutes and Complements

When	price	of	a	substitute	good	(say,	coffee)	of	a	product	(tea)	falls	(or	
increases),	the	demand	for	the	product	falls	(or	increases).	The	demand-price	
relationship	of	this	nature	is	given	in	Fig.	2.1(a).
(ii) Complements: A commodity is considered to be a complement for 
another	when	it	complements	the	use	of	the	other.	In	case	of	complements,	
the	use	of	the	two	goods	goes	together.	For	example,	petrol	is	a	complement	
to	cars,	butter	and	jam	to	bread,	milk	and	sugar	to	tea	and	coffee,	electricity	
to	computer,	chair	to	table,	etc.	In	economic	sense,	two	goods	are	termed	
as complementary to one another if an increase in the price of one causes a 
decrease	in	demand	for	the	other.	By	definition,	there	is	an	inverse	relation	
between	the	demand	for	a	good	and	the	price	of	its	complement.	For	instance,	
an increase (or decrease) in the price of petrol causes a decrease (or an 
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increase)	in	the	demand	for	cars	and	other	petrol-run	vehicles,	other	things	
remaining	the	same.	The	demand	function	for	car	(Dc) in relation to petrol 
price (Pp)	can	be	written	as

Dc	=	f(Pp),	DDc /DPp < 0
The	relationship	between	the	demand	for	a	product	(car)	and	the	price	

of	its	complement	(petrol)	is	given	in	Fig.	2.1(b).
3. Consumer’s Income:	 Income	is	 the	basic	determinant	of	quantity	of	a	
product	demanded	as	it	determines	the	purchasing	power	of	the	consumer.	
That	is	why	people	with	higher	current	disposable	incomes	spend	a	larger	
amount	 on	 consumer	 goods	 and	 services	 than	 those	with	 lower	 income.	
Income-demand	relationship	is	of	a	more	varied	nature	than	that	between	
demand	and	its	other	determinants.	While	other	determinants	of	demand,	
e.g.,	product’s	own	price	and	the	price	of	its	substitutes	are	more	significant	
in	the	short-run,	income	as	a	determinant	of	demand	is	equally	important	in	
both	short-run	and	long-run.

The	 relationship	between	 the	demand	 for	a	commodity,	 say	X,	 and	
the household income (Y),	assuming	all	other	factors	to	remain	constant,	is	
expressed	by	a	demand	function	such	as

Dx	=	f(Y),	DDx /DY > 0
Before	we	proceed	 to	discuss	 income-demand	 relationships,	 it	will	

be	 useful	 to	 note	 that	 consumer	goods	of	 different	 nature	 have	different	
relationships	with	 incomes	 of	 different	 categories	 of	 consumers.	The	
managers	need,	therefore,	to	be	fully	aware	of	the	goods	they	are	dealing	with	
and	their	relationship	with	the	income	of	consumers,	particularly	in	regard	
to	the	assessment	of	both	existing	and	prospective	demand	for	a	product.

For	 the	 purpose	 of	 income-demand	 analysis,	 consumer	 goods	 and	
services	may	 be	 grouped	 under	 four	 broad	 categories,	 viz.	 (a) essential 
consumer	goods,	 (b)	 inferior	goods,	 (c)	normal	goods,	 and	 (d)	 luxury	or	
prestige	goods.	Let	us	now	look	into	the	relationship	between	income	and	
the	different		goods.	This	relationship	is	presented	through	Engel	curves.
(a) Essential consumer goods (ECG):	The	goods	and	services	in	this	category	
are	called	‘basic	needs’	and	are	consumed	by	all	persons	of	a	society,	e.g.,	
foodgrains,	salt,	vegetable	oils,	matches,	cooking	fuel,	minimum	clothing	
and	housing.	Quantity	demanded	of	this	category	of	goods	increases	with	
increase	in	consumer’s	income	but	only	upto	a	certain	limit,	even	though	
the	total	expenditure	may	increase	in	accordance	with	the	quality	of	goods	
consumed,	other	factors	remaining	the	same.	The	relationship	between	goods	
of	this	category	and	consumer’s	income	is	shown	by	the	curve	ECG	in	Fig.	
2.2. As the curve EGC shows,	 a	 consumer’s	demand	 for	 essential	goods	
increases only until his income rises to OY2. It tends to saturate beyond this 
level of income.
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Fig. 2.2 Income Demand Curves

(b) Inferior goods (IG):	Inferior	and	superior	goods	are	widely	known	to	
both	consumers	and	sellers.	For	instance,	every	consumer	knows	that	millet	
is	inferior	to	wheat	and	rice;	bidi	(indigenous	cigarette)	is	inferior	to	cigarette,	
cotton	clothes	are	 inferior	 to	 silk	clothes,	kerosene	 is	 inferior	 to	cooking	
gas;	bike	is	inferior	to	car;	non-AC	car	is	inferior	to	AC-car,	and	so	on	and	
so	forth.	In	economic	sense,	however,	a commodity is deemed to be inferior 
if its demand decreases with the increase in consumer’s income beyond a 
certain level of income.	The	nature	of	relation	between	income	and	demand	
for	an	inferior	good	is	shown	by	the	curve	IG	in	Fig.	2.2	under	the	assumption	
that	other	determinants	of	demand	remain	the	same.	Demand	for	such	goods	
rises	only	up	to	a	certain	level	of	income	(say,	OY1) and declines as income 
increases beyond this level.
(c) Normal goods (NG):	Technically,	 normal	 goods	 are	 those	 that	 are	
demanded	 in	 increasing	quantities	 as	 consumers’	 income	 rises.	Clothing,	
house,	 furniture,	and	automobiles	are	some	of	 the	 important	examples	of	
this	category	of	goods.	The	nature	of	relation	between	income	and	demand	
for	the	goods	of	this	category	is	shown	by	the	curve	NG	in	Fig.	2.2.	As	the	
curve	shows,	demand	for	such	goods	increases	with	the	increase	in	income	of	
the	consumer,	but	at	different	rates	at	different	levels	of	income.	Demand	for	
normal	goods	increases	rapidly	with	the	increase	in	the	consumer’s	income	
but	slows	down	with	further	increases	in	income.

It	may	be	noted	from	Fig.	2.2	that	up	to	a	certain	level	of	income	(Y1) 
the	relation	between	income	and	demand	for	all	types	of	goods	is	similar.	
The	difference	is	only	of	degree.	The	relation	becomes	distinctly	different	
beyond the Y1	level	of	income.	From	a	managerial	point	of	view,	therefore,	
it	is	important	to	view	the	income-demand	relations	in	the	light	of	the	nature	
of	product	and	the	level	of	consumers’	income.



Demand Analysis

NOTES

 Self-Instructional 
20 Material

(d) Luxury and prestige goods (LG):	What	 is	 and	what	 is	 not	 a	 luxury	
good	 is	 a	matter	of	 consumer’s	perception	of	 the	need	 for	 a	 commodity.	
Conceptually,	however,	all	such	goods	that	add	to	the	pleasure	and	prestige	
of	the	consumer	without	enhancing	his	earning	capacity	or	efficiency	fall	in	
the	category	of	luxury	goods.	For	example,	stone-studded	jewellery,	costly	
brands	of	cosmetics,	luxury	cars,	accommodation	in	5-star	hotels,	travel	by	
first-class	railway	AC	cars,	business	class	air	travel,	etc.,	can	be	treated	as	
luxury	goods.	A	special	category	of	luxury	goods	is	that	of	prestige	goods,	
e.g.,	precious	stones,	ostentatious	decoration	of	buildings,	rare	paintings	and	
antiques,	diamond-studded	jewellery	and	watches,	prestigious	schools,	etc.	
Demand	for	such	goods	arises	beyond	a	certain	level	of	consumer’s	income,	
i.e.,	consumption	of	luxury	goods	at	a	certain	level	high	level	of	income.	
Producers	of	such	items,	while	assessing	the	demand	for	their	product,	should	
consider	the	income	change	in	the	richer	section	of	the	society,	and	not	merely	
the per capita income (see curve LG	in	Fig.	2.2).
4. Consumer’s Taste and Preference:	Consumer’s	 taste	 and	 preference	
play	an	important	role	in	determining	the	demand	for	a	product.	Taste	and	
preference	generally	depend	on	life-style,	social	customs,	religious	values	
attached	to	a	commodity,	habit	of	the	people,	the	general	levels	of	living	of	
the	society,	and	age	and	sex	of	the	consumers.	Change	in	these	factors	changes	
consumers’	taste	and	preferences.	As	a	result,	consumers	reduce	or	give	up	
the	 consumption	of	 some	goods	 and	 add	new	ones	 to	 their	 consumption	
pattern.	For	example,	following	the	change	in	fashion,	people	switch	their	
consumption	pattern	 from	cheaper,	 old-fashioned	goods	over	 to	 costlier,	
modern	goods,	so	long	as	price	differentials	are	commensurate	with	their	
preferences.	Consumers	are	prepared	to	pay	higher	prices	for	‘modern	goods’	
even	if	their	utility	is	virtually	the	same	as	that	of	old-fashioned	goods,	e.g.,	
new	fashion	suits	to	old	design	suits,	flat	TV	sets	to	box	TV	sets,	and	modern	
shoes	to	old	design	shoes,	etc.	

This	piece	of	 information	 is	 useful	 for	 the	manufacturers	of	goods	
and	 services	 subject	 to	 frequent	 changes	 in	 fashion	 and	 style,	 at	 least	 in	
two	ways:	(i)	they	can	make	quick	profits	by	designing	new	models	of	their	
product	and	popularising	them	through	advertisement,	and	(ii) they can plan 
production better and can even avoid over-production if they keep an eye on 
the	changing	fashions.
5. Advertisement Expenditure: Products	are	advertised	with	the	objective	of	
promoting	sales	of	the	product.	Advertisement	helps	in	increasing	demand	for	
the	product	in	at	least	four	ways:	(a)	by	informing	the	potential	consumers	
about	the	availability	of	the	product;	(b)	by	showing	its	superiority	over	the	
rival	product;	(c)	by	influencing	consumers’	choice	against	the	rival	products;	
and (d)	by	setting	new	fashions	and	changing	 tastes.	The	 impact	of	such	
effects	shifts	the	demand	upward	to	the	right.	In	other	words,	other	factors	
remaining	the	same,	as	expenditure	on	advertisement	increases,	volume	of	
sales	increases	to	an	extent.
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Demand Analysis6. Consumers’ Expectations:	Consumers’	expectations	regarding	the	future	
prices,	income,	and	supply	position	of	goods,	etc.	play	an	important	role	in	
determining	the	demand	for	goods	and	services	in	the	short-run.	If	consumers	
expect	a	high	rise	in	the	price	of	a	storable	commodity,	they	would	buy	more	
of	 it	at	 its	high	current	price	with	a	view	to	avoiding	the	pinch	of	a	high	
price	rise	in	future.	On	the	contrary,	if	consumers	expect	a	fall	in	the	price	
of	certain	goods,	they	postpone	their	purchase	of	such	goods	with	a	view	to	
taking	advantage	of	lower	prices	in	future,	mainly	in	the	case	of	non-essential	
goods.	This	behaviour	of	consumers	reduces	the	current	demand	for	goods	
whose	prices	are	expected	to	decrease	in	the	future.

Similarly,	 an	 expected	 increase	 in	 income	 increases	 demand.	 For	
example,	announcement	of	 ‘dearness	allowance’,	bonus,	 revision	of	pay-
scale,	 etc.,	 induces	 increase	 in	 current	 purchases.	Besides,	 if	 scarcity	 of	
certain	goods	is	expected	by	the	consumers/users	on	account	of	a	reported	
fall	in	future	production,	strikes	on	a	large	scale,	diversion	of	civil	supplies	
towards	military	use,	etc.,	the	current	demand	for	such	goods	tends	to	increase,	
more	so	if	their	prices	show	an	upward	trend.	Consumers	demand	more	for	
future	consumption	and	profiteers	demand	more	to	make	money	out	of	an	
expected	scarcity.
7. Demonstration and Snob Effect:	When	new	commodities	or	new	models	
of	existing	ones	appear	in	the	market,	rich	people	buy	them	first.	For	instance,	
when	a	new	model	of	a	car	appears	in	the	market,	rich	people	would	mostly	
be	 the	first	 buyers.	Colour	TV	 sets	 and	VCRs	were	first	 seen	 in	 affluent	
households.	Some	people	buy	goods	or	new	models	of	goods	because	they	
have	a	genuine	need	for	them	or	have	excess	purchasing	power.	Some	others	
do	so	because	 they	want	 to	exhibit	 their	affluence.	According	 to	a	 social	
philospher,	Will	Smith,	“Too	many	people	spend	money	they	haven’t	earned,	
to	buy	things	they	don’t	need,	to	impress	people	they	don’t	like.”.	But	once	
new	commodities	 are	 in	 vogue,	many	households	 buy	 them	not	 because	
they	have	a	genuine	need	for	them	but	because	their	neighbours	have	bought	
these	goods.	The	purchases	made	by	the	latter	category	of	the	buyers	arise	
out	of	such	feelings	as	jealousy,	competition	and	equality	in	the	peer	group,	
social	inferiority	and	the	desire	to	raise	their	social	status.	Purchases	made	on	
account	of	these	factors	are	the	result	of	what	economists	call	‘Demonstration	
effect’	or	the	‘Bandwagon	effect’.	These	factors	have	a	positive	effect	on	
demand.	On	the	contrary,	when	a	commodity	becomes	the	thing	of	common	
use,	some	people,	mostly	rich,	decrease	or	give	up	the	consumption	of	such	
goods.	This	is	known	as	the	‘Snob	effect’.	It	has	a	negative	effect	on	the	
demand	for	the	related	goods.
8. Consumer-Credit Facility: Availability of credit to the consumers from 
the	sellers,	banks,	relations	and	friends,	or	from	other	sources,	enduces	the	
consumers	to	buy	more	than	what	they	would	buy	in	the	absence	of	credit	
facility.	That	is	why	consumers	who	can	borrow	more	can	consume	more	
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than	those	who	cannot	borrow.	Credit	facility	mostly	affects	the	demand	for	
durable	goods,	particularly	those	which	require	bulk	payment	at	 the	time	
of	purchase.	The	car-loan	facility	may	be	one	reason	why	Delhi	has	more	
cars	than	Calcutta,	Chennai	and	Mumbai	all	put	together.	Realty	business	
boomed	in	Delhi,	NOIDA	and	Gurgaon	mainly	because	of	housing	loans	
made	available	by	the	banks.	The	managers	who	are	assessing	the	prospective	
demand	for	their	products	should,	therefore,	take	into	account	the	availability	
of credit to the consumers.
9. Population of the Country: The total domestic demand for a product of 
mass	consumption	depends	also	on	the	size	of	the	population.	Given	the	price,	
per	capita	income,	tastes	and	preferences	etc.,	the	larger	the	population,	the	
larger	the	demand	for	a	product.	With	an	increase	(or	decrease)	in	the	size	of	
population	and	with	the	employment	percentage	remaining	the	same,	demand	
for	the	product	tends	to	increase	(or	decrease).	The	global	perception	that	
India	offers	the	largest	market	in	the	world	is	based	on	the	fact	that	she	has	
the	second	largest	population	–	albeit	with	a	low	purchasing	power	–	in	the	
world.
10. Distribution of National Income: The level of national income is the 
basic	 determinant	 of	 the	market	 demand	 for	 a	 product—the	 higher	 the	
national	income,	the	higher	the	demand	for	all	normal	goods	and	services.	
Apart	from	its	level,	the	distribution	pattern	of	national	income	is	also	an	
important determinant of the overall demand for a product. If national 
income	is	unevenly	distributed,	i.e.,	if	a	majority	of	the	population	belongs	
to	the	lower	income	groups,	market	demand	for	essential	goods,	including	
inferior	ones,	will	be	the	largest	whereas	the	demand	for	other	goods	will	
be	relatively	lower.

2.4.1 Demand Distinctions

The	managers	are	supposed	to	be	clear	about	the	kind	of	demand	they	are	
dealing	with.	The	 demand	 for	 various	 goods	 and	 services	 are	 generally	
classified	on	the	basis	of	the	consumers	of	the	product,	suppliers	of	the	product,	
nature	of	 the	product,	seasonal	nature	of	 the	demand,	interdependence	of	
demand	for	two	products,	etc.	Here	we	discuss	some	major	kinds	of	demands	
that	figure	in	business	decisions.
(i) Individual Demand and Market Demand: As	noted	above,	individual 
demand refers	to	the	quantity	of	product	demanded	by	an	individual	at	a	
point	in	time	or	over	a	period	of	time	given	the	price	of	the	product,	given	
his	 income,	 price	 of	 the	 related	 goods	 (substitutes	 and	 complements),	
consumer’s	taste	and	preferences,	price	expectations,	and	external	influences	
(e.g.,	bandwagon	and	demonstration	effects).

As	explained	above,	market demand	refers	to	the	quantity	that	all	the	
consumers	of	a	commodity	are	willing	to	buy	at	a	given	price	per	time	unit,	
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Demand Analysisgiven	their	money	income,	taste	and	prices	of	other	commodities	(mainly	
substitutes).	In	other	words,	the	market	demand	for	a	commodity	is	the	sum	
of	individual	demands	by	all	the	consumers	(or	buyers)	of	the	commodity,	
over	a	time	period	and	at	a	given	price,	other	factors	remaining	the	same.
(ii) Demand for Firm’s Product and Industry’s Product: The	quantity	that	a	
firm	disposes	of	at	a	given	price	over	a	time	period	connotes	the	demand	for	
the	firm’s	product.	The	aggregate	of	demand	for	the	product	of	all	the	firms	of	
an	industry	is	known	as	the	market	demand	or	demand	for	industry’s	product.	
This	distinction	between	the	two	demands	is	not	of	much	use	in	a	highly 
competitive market, e.g.,	the	fruit	and	vegetable	markets.	In	these	markets,	
each	seller	has	an	insignificant	share	in	the	market.	Therefore,	demand	for	
firm’s	product	is	not	of	significance.

However,	where	market	structure	is	oligopolistic,	a	distinction	between	
the	demand	for	a	firm’s	product	and	for	the	industry’s	product	is	useful	from	
the	managerial	decision	point	of	view.	For,	in	such	markets,	product	of	each	
firm	is	so	differentiated	from	the	product	of	the	rival	firms	that	consumers	
treat	each	product	as	different	from	the	other.	This	gives	firms	an	opportunity	
to	manoeuvre	the	price,	capture	a	larger	market	share	through	advertisement	
and,	thereby,	to	enhance	their	own	profit.	For	instance,	markets	for	motor	
cars,	radios,	TV	sets,	refrigerators,	scooters,	toilet	soaps,	toothpastes,	etc.,	
belong	to	this	category	of	markets.	For	examples,	there	was	price	competition	
between	MUL	and	other	car	companies	in	2005.

In	case	of	monopoly	and	perfect	competition,	the	distinction	between	
demand	for	a	firm’s	product	and	that	of	the	industry	is	not	of	much	use	from	
managerial	point	of	view.	In	case	of	monopoly,	the	industry	is	a	one-firm	
industry	and	the	demand	for	 the	firm’s	product	 is	 the	same	as	 that	of	 the	
industry.	In	case	of	perfect	competition,	products	of	all	firms	of	the	industry	
are	homogeneous;	consumers	do	not	distinguish	between	products	of	different	
firms;	and	price	for	each	firm	is	determined	by	the	market	forces	(i.e., demand 
and	supply	for	the	industry	as	whole).	Firms	have	only	little	opportunity	to	
manoeuvre the prices permissible under local conditions and advertisement 
by	a	firm	becomes	effective	for	the	whole	industry.	Therefore,	conceptual	
distinction	between	demand	for	a	firm’s	product	and	for	that	of	the	industry	
is	not	of	much	use	in	business	decisions-making.
(iii) Autonomous and Derived Demand: An autonomous demand or direct 
demand	for	a	commodity	is	one	that	arises	on	its	own	out	of	a	natural	desire	
of the people to consume or possesses a commodity. An autonomous demand 
is	independent	of	the	demand	for	any	other	commodity.	For	example,	consider	
the	demand	for	commodities	which	arises	directly	 from	the	biological	or	
physical	needs	of	human	beings,	e.g.,	demand	for	food,	clothes,	shelter,	etc.	
Demand	for	these	goods	and	the	like	is	autonomous demand. Autonomous 
demand	may	also	arise	as	a	result	of	‘demonstration	effect’,	a	rise	in	income,	
increase	in	population	and	advertisement	of	new	products.
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On	the	other	hand,	the	demand	for	a	commodity	that	arises	because	
of	the	demand	for	some	other	commodity,	called	‘parent	product’,	is	called	
derived demand.	For	instance,	demand	for	land,	fertilizers	and	agricultural	
tools and implements is a derived	demand	because	these	goods	are	demanded	
because	of	demand	for	food.	Similarly,	demand	for	steel,	bricks,	cement	etc.	
is a derived	demand	–	derived	from	the	demand	for	housing	and	commercial	
buildings.	In	general,	the	demand	for	producer	goods	or	industrial	inputs	is	a	
derived	one.	Also	the	demand	for	complementary	goods	(which	complement	
the	use	of	other	goods)	or	for	supplementary	goods	(which	supplement	or	
provide	additional	utility	from	the	use	of	other	goods)	is	a	derived	demand.	
For	instance,	petrol	is	a	complementary	good	for	automobiles	and	a	chair	is	
a	complement	to	a	table.	Consider	some	examples	of	supplementary goods. 
Butter	is	a	supplement	to	bread;	mattress	is	a	supplement	to	cot;	and	sugar	
is	a	supplement	to	tea—for	some,	it	is	a	complement.	Therefore,	demand	for	
petrol,	chair	and	sugar	would	be	considered	as	derived demand.

The	 conceptual	 distinction	 between	 autonomous	 demand	 (i.e.,	
demand	for	a	‘parent	product’)	and	derived	demand	would	be	useful	from	
a	businessman’s	point	of	view	to	the	extent	that	the	former	can	serve	as	an	
indicator of the latter.
(iv) Demand for Durable and Non-durable Goods: Demand is also often 
classified	under	demand	for	durable	and	non-durable	goods.	Durable goods 
are	 those	whose	 total	utility	or	usefulness	 is	not	exhausted	 in	a	single	or	
short-run	use.	Such	goods	can	be	used	repeatedly	or	continuously	over	a	
period	of	time.	Durable	goods	may	be	consumer	goods	as	well	as	producer	
goods.	Durable consumer goods include	clothes,	shoes,	houses,	furniture,	
utensils,	refrigerators,	scooters,	cars,	cell	phones,	etc.	The	durable	producer	
goods	include	mainly	items	under	‘fixed	assets’,	such	as	buildings,	plants,	
machinery,	office	furniture	and	fixtures	etc.	The	durable	goods,	both	consumer	
and	producer	durable	goods,	may	be	further	classified	as	‘semi-durables’	(e.g.,	
clothes	and	furniture)	and	‘durables’	(e.g.,	residential	and	factory	buildings,	
cars,	etc.).

Non-durable goods, on	the	other	hand,	are	those	which	can	be	used	or	
consumed	only	once	(e.g.,	food	items)	and	their	total	utility	is	exhausted	in	a	
single	use.	The	goods	of	this	category	of	goods	too	may	be	grouped	under	non-
durable consumer goods and non-durable producer goods.	All	food	items,	
drinks,	soaps,	cooking	fuel,	(gas,	kerosene,	coal	etc.),	 lighting,	cosmetics	
etc.,	fall	in	the	former	category.	In	the	latter	category,	fall	such	goods	as	raw	
materials,	fuel	and	power,	finishing	materials	and	packing	items,	etc.

The	demand	for	non-durable	goods	depends	largely	on	their	current	
prices,	consumers’	income	and	fashion	and	is	subject	to	frequent	changes	
whereas	the	demand	for	durable	goods	is	influenced	also	by	their	expected	
price,	 income	 and	 change	 in	 technology.	The	demand	 for	 durable	 goods	
changes	over	a	relatively	longer	period.
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Demand AnalysisThere	is	another	point	of	distinction	between	the	demand for durable 
and	non-durable	goods.	Durable goods create replacement demand whereas 
non-durable goods do not. Also, the demand for non-durable goods increases 
(or decreases) lineally whereas the demand for durable goods increases (or 
decreases) exponentially due to an increase in stock of durable goods and 
hence accelerated depreciation.
(v) Short-term and Long-term Demand: From demand-analysis point of 
view,	 demand	 is	 classified	 also	 under	 short-term	demand	 and	 long-term	
demand. Short-term	demand	refers	to	the	demand	for	goods	that	are	required	
over	a	short	period	of	time.	In	this	category	are	found	mostly	fashion	consumer	
goods,	goods	of	seasonal	use,	inferior	substitutes	during	the	scarcity	period	
of	superior	goods,	etc.	For	instance,	the	demand	for	fashion	wear	is	a	short-
term	demand	though	the	demand	for	generic	goods	(trousers,	shoes,	ties,	etc.)	
continues	to	remain	a	long-term	demand.	Similarly	demand	for	umbrellas,	
raincoats,	gum-boots,	cold-drinks,	ice	creams	etc.,	is	short-term	demand	of	
seasonal	nature.	The	demand	for	such	goods	lasts	till	the	season	lasts.	Some	
goods	of	this	category	are	demanded	for	a	very	short	period	(1–2	weeks),	e.g.,	
New	Year	greeting	cards,	candles	and	crackers	on	the	occasion	of	Diwali.

Although	some	goods	are	used	only	seasonally,	 they	are	of	durable	
nature,	e.g.,	electric	fans,	woollen	garments,	etc.	The	demand	for	such	goods	
is	of	a	durable	nature	but	it	is	subject	to	seasonal	fluctuation.	Sometimes,	
demand	for	certain	goods	suddenly	 increases	because	of	scarcity	of	 their	
superior	 substitutes.	For	 example,	when	 supply	of	 cooking	gas	 suddenly	
decreases,	demand	for	kerosene,	cooking	coal	and	charcoal	increases.	In	such	
cases,	additional	temporal	demand	is	of	a	short-term	nature.

The long-term demand,	on	the	other	hand,	refers	to	the	demand	which	
exists	over	a	long	period.	The	change	in	long-term	demand	is	perceptible	
only	after	a	long	period.	Most	generic	goods	have	long-term	demand.	For	
example,	demand	for	consumer	and	producer	goods,	durable	and	non-durable	
goods	is	long-term	demand,	though	their	different	varieties	or	brands	may	
only have a short-term demand.

Short-term	demand	depends,	by	and	large,	on	the	price	of	commodities,	
price	 of	 their	 substitutes,	 current	 disposable	 income	 of	 the	 consumer,	
their ability to adjust their consumption pattern and their susceptibility to 
advertisement	of	a	new	product.	The	 long-term	demand	depends,	by	and	
large,	on	the	long-term	income	trends,	availability	of	better	substitutes,	sales	
promotion,	consumer	credit	facility,	etc.

The	 short-term	 and	 long-term	 concepts	 of	 demand	 are	 useful	 in	
designing	new	products	 for	established	producers	and	choice	of	products	
for	new	entrepreneurs,	in	pricing	policy,	and	in	determining	and	phasing	the	
advertisement	expenditure.
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2.5 TYPES AND METHODS

Let us discuss the different types and methods of demand.

Cross-Elasticity of Demand
The cross-elasticity is the measure of responsiveness of demand for a commodity 
to	 the	 changes	 in	 the	 price	 of	 its	 substitutes	 and	 complementary	 goods.	 For	
instance,	cross-elasticity	of	demand	for	tea	is	the	percentage	change	in	its	quantity	
demanded	due	to	the	change	in	the	price	of	its	substitute,	coffee.	The	formula	for	
measuring	 cross-elasticity	 of	 demand	 is	 the	 same	 as	 that	 of	 the	 price	 elasticity	
with	 a	 difference.	 For	 example,	 cross-elasticity	 of	 demand	 for	 tea	 (et, c) can be 
measured	by	 the	 formula	given	below.

et, c = 
Percentage change in demand for tea ( )
Percentage change in price of coffee ( )

t

c

Q
P

The	cross-elasticity	of	demand	for	tea	with	respect	price	of	coffee	can	
be	expressed	technically	as	follows.

	 	 	 	 	 	 	 	 	 	 	 	 =	 .c t

t c

P Q
Q P

∆
∆  …(2.3)

Similarly,	cross-elasticity	of	demand	for	coffee	with	respect	to	change	
in	the	price	of	tea	is	measured	as	follows.

          ec, t	=	 .t c

c t

P Q
Q P

∆
∆

 …(2.4)

The same formula is used to measure the cross-elasticity of demand 
for	a	good	with	respect	to	a	change	in	the	price	of	its	complementary	goods.	
Electricity	to	electrical	gadgets,	petrol	to	automobiles,	butter	to	bread,	sugar	
to	tea	and	coffee,	are	the	examples	of	complementary	goods.

It	 is	 important	 to	note	 that	when	 two	goods	are	 substitutes	 for	one	
another,	their	demand	has	positive	cross-elasticity	because	increase	in	the	
price	of	one	good	increases	the	demand	for	its	substitute.	And,	the	demand	
for	complementary	goods	has	negative	cross-elasticity,	because	increase	in	
the	price	of	a	complementary	good	decreases	the	demand	for	the	main	good.

Income-Elasticity of Demand

Apart	 from	the	price	of	a	product	and	 its	substitutes,	consumer’s	 income	
is	another	basic	determinant	of	demand	for	a	product.	As	noted	earlier,	the	
relationship	between	quantity	demanded	and	consumers	income	is	of	positive	
nature,	unlike	the	negative	price-demand	relationship.	The	demand	for	most	
goods	and	services	increases	with	increase	in	consumer’s	income	and	vice 
versa. The responsiveness of demand to the changes in income is known as 
income-elasticity of demand.
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Demand AnalysisIncome-elasticity	of	demand	 for	 a	product,	 say	X,	 (i.e.,	ey) may be 
measured	as:

  ey=	
% change in demand for product
% change in consumer’s income

q

q

XX Y
X YY

∆ ∆=   

          ey	=	
q

q

XY
X Y

∆
⋅

∆
 …(2.5)

(where	Xq	=	quantity	of	X	demanded;	Y	=	disposable	income;	∆Xq	=	change	
in	quantity	of	X	demanded;	and	∆Y	=	change	in	income)

Obviously,	 the	 formula	 for	measuring	 income-elasticity	 of	 demand	
is	 the	same	as	 that	 for	measuring	 the	price-elasticity.	The	only	change	in	
the	formula	is	that	the	variable	‘income’	(Y) is substituted for the variable 
‘price’	(P).	Here,	income	refers	to	the	disposable	income,	i.e.,	income	net	
of	taxes.	All	other	formulae	for	measuring	price-elasticities	may	by	adopted	
to	measure	the	income-elasticities,	keeping	in	mind	the	difference	between	
the	independent	variables	and	the	purpose	of	measuring	income-elasticity.

To	estimate	 income-elasticity,	 let	us	 suppose,	 for	 example,	 that	 the	
government	announces	a	10	per	cent	dearness	allowance	to	its	employees.	
As	a	result	average	monthly	salary	of	government	employees	increases	from	
`20,000	to	̀ 22,000.	Following	the	pay-hike,	monthly	petrol	consumption	of	
government	employees	increases	from	150	litre	per	month	to	165	litre.	The	
income-elasticity	of	petrol	consumption	can	now	be	worked	out	as	follows.	
In	this	case,	∆Y	=	`22,000	–	`20,000	=	`2,000,	and	∆Q	(oil	demand)	=	165	
litre	–	150	litre	=	15	litre.	By	substituting	those	values	in	Eq.	(2.5),	we	get

ey	=	
20,000 15 1
150 2,000

× =

It	means	that	income	elasticity	of	petrol	consumption	by	government	
employees	equals	1.	In	simple	words,	ey	=	1	means	that	a	one	per	cent	increase	
in income results in a one per cent increase in petrol consumption.

Unlike	price-elasticity	of	demand,	which	is	always	negative,	income-
elasticity	of	demand	is	always	positive	because	of	a	positive	relationship	
between	income	and	quantity	demanded	of	a	product.	But	there	is	an	exception 
to	this	rule.	Income-elasticity	of	demand	for	an	inferior	good	is	negative,	
because	of	 the	 inverse	substitution	effect.	The	demand	for	 inferior	goods	
decreases	with	 increase	 in	 consumer’s	 income.	The	 reason	 is	 that	when	
income	 increases,	consumers	 switch	over	 to	 the	consumption	of	 superior	
substitutes,	i.e.,	they	substitute	superior	goods	for	inferior	ones.	For	instance,	
when	income	rises,	people	prefer	to	buy	more	of	rice	and	wheat	and	less	of	
inferior	foodgrains;	non-vegetarians	buy	more	of	meat	and	less	of	potato,	
and travellers travel more by plane and less by train.
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Nature of Commodity and Income-Elasticity

For	 all	 normal	 goods,	 income-elasticity	 is	 positive	 though	 the	 degree	 of	
elasticity	varies	in	accordance	with	the	nature	of	commodities.	Consumer	
goods	of	the	three	categories,	viz.,	necessities,	comforts	and	luxuries	have	
different	elasticities.	The	general	pattern	of	income-elasticities	of	different		
goods	for	increase	in	income	and	their	effect	on	sales	are	given	in	Table	2.1.	
As	Table	2.1	shows,	income	elasticity	of	essential	goods	in	less	than	1.	It	is	
so	because	of	Enget’s	law	Income	elasticity	of	‘comforts’	equals	1.	And,	in	
case	of	luxury	goods,	ey > 1.

Table 2.1 Income-Elasticities

Consumer goods Co-efficient of  Effect on sales with change
 income-elasticity in income

1.	Essential	goods	 Less	than	one	(ey < 1) Less than proportionate
	 	 change	in	sale
2.	Comforts	 Almost	equal	to	unity	 Almost	proportionate
 (ey ≅	1)	 change	in	sale
3.	Luxuries	 Greater	than	unity	 More	than	proportionate
 (ey > 1) increase in sale

Income-elasticity	of	demand	 for	different	categories	of	goods	may,	
however,	vary	from	household	to	household	and	from	time	to	time,	depending	
on	the	choice	and	preference	of	the	consumers,	levels	of	consumption	and	
income,	and	their	susceptibility	to	‘demonstration	effect’.	The	other	factor	
which	may	cause	deviation	from	the	general	pattern	of	income-elasticities	is	
the	frequency	of	increase	in	income.	If	frequency	of	rise	in	income	is	high,	
income-elasticities	will	conform	to	the	general	pattern.

Uses of Income-Elasticity in Business Decisions

While	price	and	cross	elasticities	of	demand	are	of	greater	significance	in	price	
management	aimed	at	maximizing	the	total	revenue	in	the	short	run,	income-
elasticity	of	a	product	is	of	a	greater	significance	in	production	planning	and	
management	in	the	long	run,	particularly	during	the	period	of	a	business	cycle.	
The	concept	of	income-elasticity	can	be	used	in	estimating	future	demand	
provided that the rate of increase in income and income-elasticity of demand 
for	the	products	are	known.	The	knowledge	of	income	elasticity	can	thus	be	
useful	in	forecasting	demand,	when	a	change	in	personal	incomes	is	expected,	
other	things	remaining	the	same.	It	also	helps	in	avoiding	over-production	
or under-production.

In	forecasting	demand,	however,	only	the	relevant	concept	of	income	
and	data	should	be	used.	It	is	generally	believed	that	the	demand	for	goods	
and	services	 increases	with	 increase	in	GNP,	depending	 	on	the	marginal	
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Demand Analysispropensity	to	consume.	This	may	be	true	in	the	context	of	aggregate	national	
demand,	but	not	necessarily	for	each	product.	It	is	quite	likely	that	increase	
in	GNP	flows	to	a	section	of	consumers	who	do	not	consume	the	product	in	
which	a	businessman	is	interested.	For	instance,	if	the	major	proportion	of	
incremental	GNP	goes	to	those	who	can	afford	a	car,	the	growth	rate	in	GNP	
should not be used to calculate income-elasticity of demand for bicycles. 
Therefore,	the	income	of	only	a	relevant	class	or	income-group	should	be	
used.	Similarly,	where	the	product	 is	of	a	regional	nature,	or	 if	 there	 is	a	
regional	division	of	market	between	the	producers,	the	income	of	only	the	
relevant	region	should	be	used	in	forecasting	the	demand.

The	concept	of	income-elasticity	may	also	be	used	to	define	the	‘normal’	
and	‘inferior’	goods.	The	goods	whose	income-elasticity	is	positive	for	all	
levels	of	income	are	termed	‘normal	goods’.	On	the	other	hand,	goods	whose	
income-elasticities	are	negative	beyond	a	certain	level	of	income	are	termed	
‘inferior	goods’.

Advertisement or Promotional Elasticity of Sales

The	expenditure	on	advertisement	and	on	other	sales-promotion	activities	
does	help	in	promoting	sales,	but	not at the same degree at all levels of the 
total sales	and	total	ad-expenditure.	The	concept	of	advertisement elasticity 
is	useful	 in	determining	the	optimum	level	of	advertisement	expenditure.	
The concept of advertisement elasticity assumes	a	greater	 significance	 in	
deciding	on	advertisement	expenditure,	particularly	when	there	is	competitive	
advertising	 by	 the	 rival	 firms.	Advertisement	 elasticity	 (eA) of sales is 
measured as
         eA	=	

% change in sales
% change in Ad-expenditure

        eA	=	
S / S S A
A / A A S

∆ ∆= ⋅
∆ ∆

 …(2.6)
where	S	=	sales;	∆S	=	increase	in	sales;	A	=	initial	advertisement	cost,	and	
∆A	=	additional	expenditure	on	advertisement.

Suppose,	for	example,	a	company	increases	its	advertising	expenditure	
from ̀ 10 million to ̀ 12	million,	and	as	a	result,	its	sales	increase	from	5,000	
units	to	6,000	units.	In	this	case ∆A	=	12	million	–	10	million	=	`2	million,	
and	∆S	=	6,000	–	5,000	=	1000	units.	By	substituting	these	values	in	ad-
elasticity	formula	(2.6),	we	get

eA =	
1000 10 1

2 5000
× =

It	means	that	a	one	per	cent	increase	in	ad-expenditure	increases	sales	
by 1 per cent.

Interpretation of Advertisement Elasticity The advertisement 
elasticity	of	sales	varies	between	eA	=	0	and	eA	=	 depending	on	the	nature	
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of	the	product,	the	level	of	market	supplied,	the	trend	in	consumers’	income,	
the	compatitive	strength	of	the	competitors,	etc.	The	interpretation	of	some	
measures	of	advertising	elasticity	is	given	below.

 Elasticities Interpretation
 eA	=	0	 Sales	do	not	respond	to	the	advertisement	expenditure.
 eA > 0 but < 1 Increase in total sales is less than proportionate to the 

increase	in	advertisement	expenditure.
 eA	=	1	 Sales	 increase	 in	 proportion	 to	 the	 increase	 in	

advertisement	expenditure.
 eA	>	1	 Sales	increase	at	a	higher	rate	than	the	rate	of	increase	

of	advertisement	expenditure.

Elasticity of Price Expectations

Sometimes,	mainly	 during	 the	 period	 of	 price	 fluctuations,	 consumer’s	
price	expectations	play	a much more important role than any other factor in 
determining	the	demand	for	a	commodity.	The	concept	of	price-expectation-
elasticity	was	devised	and	popularized	by	J.R.	Hicks in 1939. The price-
expectation-elasticity	refers	to	the	expected	change	in	future	price	as	a	result	
of	change	in	current	prices	of	a	product.	The	elasticity	of	price-expectation	
is	defined	and	measured	by	the	general	formula	given	below.

       ex	=	
/
/

f f f c

c c c f

P P P P
P P P P

∆ ∆
= ⋅

∆ ∆
 …(2.7)

Here,	Pc	=	price	in	the	recent	past;	∆Pc	=	the	current	change	in	present	
price;	Pf	=	expected	future	price;	and	∆Pf	=	expected	change	in	future	price.

For	example,	suppose	current	price	of	a	storable	commodity	increases	
from ̀ 100 to ̀ 120.	And,	consumers	of	the	commodity	anticipate	price	of	the	
commodity to increase in future from `120 to `150. In that cases.

 ex =		

150 120
120

120 100
100

−

−

	 =		
30 20 30 100/ 1.25

120 100 120 20
= × =

It	means	1%	change	in	present	price	will	cause	1.25%	change	in	future	
price.

The	coefficient	ex	gives	the	measure	of	expected	percentage	change	
in	future	price	as	a	result	of	1	per	cent	change	in	present	price.	If	ex	>	1,	it	
indicates	that	future	change	in	price	will	be	greater	than	the	present	change	
in	price,	and	vice versa. If ex	=	1,	it	indicates	that	the	future	change	in	price	
will	be	proportionately	equal	to	the	change	in	the	current	price.

The	 concept	 of	 elasticity	 of	 price-expectation	 is	 very	 useful	 in	
formulating	future	pricing	policy.	For	example,	if	ex	>	1,	it	indicates	that	sellers	
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Demand Analysiswill	be	able	to	sell	more	in	the	future	at	higher	prices.	Thus,	businessmen	
may	accordingly	determine	their	future	pricing	policy.

2.6 APPLICATION OF ELASTICITIES IN BUSINESS 
DECISION-MAKING

In	this	section,	we	show	how	demand	elasticities	can	be	used	in	business	
decision-making	by	a	firm,	especially	in	regard	to	estimating	the	change	in	
its	 total	demand	caused	by	a	simultaneous	change	in	most	or	all	demand	
determinants,	the	independent	variables.

The	 independent	 variables	 can	 be	 classified	 under	 two	 categories:	
(i)	 controllable	 variables,	 and	 (ii) uncontrollable variables. Controllable 
variables	include	price	of	the	firm’s	own	product,	advertising	expenses,	and	
quality	of	the	product.	Uncontrollable variables include price of the substitute 
product,	consumers’	income,	pricing	strategy	of	the	competitors,	competitors’	
advertisement	 expenditure	 and	 their	 sales	 promotion	 strategy,	 growth	 of	
population,	buyers’	price	expectations,	etc.	However,	in	estimating	the	future	
demand	for	its	product,	the	firm	has	to	identify	all	the	major	determinants	of	
its	product,	both	controllable	and	uncontrollable.	While	the	firm	can	plan	to	
make	changes	in	the	controllable	variables,	it	can	only	anticipate	the	changes	
in	uncontrollable	variables	or	rely	on	changes	reported	by	other	agencies.	
In	any	case,	the	firm	has	to	take	into	account	the	anticipated	change	in	the	
variables beyond its control.

Let	us	suppose	that	a	computer	company,	while	estimating	the	demand	
function	 for	 its	 PC,	 identifies	 the	 following	 variables	 as	most	 important	
determinants of demand for its computers.

•	 Product	price	(P),	i.e.,	price	of	its	own	PC
•	 Consumers’	income	(I)
•	 Price	of	the	substitute	brands	(Ps) 
• Advertisement (A)
Note	that	only	two	of	these	demand	determinants,	viz.,	price	of	firm’s	

own	PC	and	advertisement	expenditure,	are	under	the	control	of	the	firm	and	
others are uncontrollable. Let us suppose also that the company has estimated 
the	demand	function	for	its	PC	as	given	below.
     Qc	 =	50	–	1.5	Pc + 0.5 Y + 2.0 Ps + 0.8 A …(2.8)
where	 Qc =	number	of	 company’s	PC	demanded	per	 unit	 of	 time

 Pc =	price	of	company’s	computer
 Y =	computer	buyers’	income
 Ps =	price	of	the	substitute	PC	brands
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 A =	ad-expenditure	by	the	company

Suppose	that,	at	a	point	in	time,	the	numerical	value	of	independent	
variables	 in	Eq.	 (2.8)	are	given	as	 follows:	Pc =	40,	Y= 60,	Ps =	30	and	 
A =	25.	By	substituting	these	values	in	the	demand	function,	we	get
 Qc	=	50	–	1.5	(40)	+	0.5	(60)	+	2.0	(30)	+	0.8	(25)		 				...(2.9)

	 	 			=	50	–	60	+	30	+	60	+	20	=	100	thousand

Thus,	given	the	demand	function	in	Eq.	(2.8),	the	current	annual	demand	
for	company’s	PC	turns	out	to	be	100,000	per	time	unit.

Given	the	current	demand,	the	company	is	planning,	as	a	matter	of	
business	policy,	to	make	the	following	changes.

•	 increase	its	PC	price	by	10%		and
•	 increase	its	ad-expenditure	by	20%.
The	company	plans	 these	changes	 in	anticipation	of	 an	 increase	 in	

PC-users’	income	(Y)	by	8%	per	annum	and	no	change	in	competitors’	price.
Prior	 to	 implementing	 its	 plan,	 the	 company	would	 like	 to	 know	

whether	it	would	be	advisable	to	make	the	planned	changes	in	its	price	and	
ad-expenditure?	An	answer	to	this	question	can	be	found	by	assessing	the	
impact	of	planned	and	anticipated	changes	on	the	demand	for	its	PC.	Since	
demand	function	for	the	company’s	PC	is	known	[see	Eq.	(2.8)],	the	impact	
of	planned	and	anticipated	changes	on	the	demand	for	its	PC	can	be	easily	
obtained	by	using	demand	elasticities.

What	we	need	therefore	is	to	first	work	out	price elasticity (Ep), income 
elasticity (Ey), cross elasticity (Es) and advertisement elasticity (EA) of demand 
for	 company’s	PC.	These	 elasticities	 at	 point	 (i.e.,	 point	 elasticities)	 are	
worked	out	as	follows.

Recall,	for	example,	the	(price)	elasticity	formula.

EP	=	
Q P
P Q

∆ ×
∆

In this Ep	formula,	∆Q/∆P is	given	by	the	estimated	parameter	(–	1.5)	
in	the	estimated	demand	function	(2.9).	So	to	find	(Ep), we	need	to	multiply	
–1.5	by	P/Q. Note	that	in	the	estimated	demand	function,	Pc =	40	and	Qc = 
100.	Thus,

Ep =	–1.5	(P/Q) =	–1.5	(40/100)	=	–0.6
By	using	the	same	method,	income-elasticity	(Ey), cross-elasticity (Es) 

and advertisement-elasticity (Ey) can	also	be	worked	out.
  Ey =	0.5	(Y/Q)	=	0.5	(60/100)	=	0.3
  Es =	2.0	(Ps /Q)	=	2	(30/100)	=	0.6
  Ea =	0.8	(A/Q)	=	0.8	(25/100)	=	0.2
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Demand AnalysisNow	 that	 elasticities	 are	measured,	 the	 impact	 of	 planned	 and	
anticipated	changes	in	the	independent	variables	on	company’s	PC	demand	
can	be	estimated	by	adjusting	its	existing	demand	of	100,000	units	with	effects	
of	changes	made	in	price	and	ad-expenditure.	The	anticipated	demand	for	
PC	can	be	estimated	as	follows.
         Qc	=	1,00,000	–	0.6	(10)	+	0.3	(8)	+	0.6	(0)	+	0.2	(20)
	 	 =	1,00,000	–	6	+	2.4	+	0	+	4	=	1,00,400

The	demand	estimate	shows	that	if	the	company	implements	its	plan	of	
raising	the	price	and	ad-expenditure,	the	demand	for	its	PC	would	increase	
only	by	100,400	–	100,000	=	400	units.	This	is	not	a	significant	increase	in	
the	demand.	The	low	increase	in	total	demand	is	mainly	because	of	decline	
in	demand	by	600	due	to	a	10%	increase	in	PC	price.	The	company	would	
better be advised not to increase the price of	its	PC	and	rely	on	increase	in	
PC	users’	income	and	on	advertisement.	In	that	case,	the	company	will	not	
lose	a	market	of	600	PC.	That	is,	if	the	company	refrains	from	increasing	
the	price	of	its	PC,	the	total	increase	in	demand	for	its	product	will	be	of	the	
order	of	1000	PC,	which	is,	of	course,	a	considerable	increase	in	demand.

2.7 DEMAND FORECASTING: AN OVERVIEW

Let	us	study	the	demand	forecasting	for	industrial	goods,	consumer	goods	
and consumer durables.

2.7.1 Demand Forecatsing for Industrial Goods, Consumer Goods 
and Consumer Durables

There	are	various	methods	of	demand	forecasting.	The	choice	of	method	for	
forecasting	demand	depends	on	the	purpose	and	kind	of	demand	forecasting	
and	availability	of	required	data.	The	various	methods	of	demand	forecasting	
are listed here.
 1. Survey Methods
 (i)	Consumer	Survey	–	direct	interview
 (ii)	Opinion	Poll	Methods
 2. Statistical Methods
 (i)	Trend	Projection
 (ii) Barometric Methods
 (iii) Econometric Methods

All these methods have different kinds of sub-methods. A detailed list 
of	methods	of	demand	forecasting	is	given	in	a	Chart	on	the	next	page.
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Demand Analysis1. Survey Methods

Survey	methods	are	the	most	common	and	simple	methods	of	estimating	
current	demand	and	projecting	future	demand	for	a	product.	Survey	methods	
are	generally	used	when	the	purpose	is	to	make	short-run	forecast	of	demand	
for	a	product.	Under	survey	methods,	the	required	information	is	collected	
through	 a	 survey	 of	 consumers/users.	The	 survey	 seeks	 information	 of	
consumers’	future	plan	to	buy	the	product	for	which	demand	has	to	be	forecast.	
Surveys	are	conducted	by	two	methods.
 (i)	Consumer	Survey	Method—the	Direct	Consumer	Survey,	and
 (ii)	Opinion	Poll	Method.

The choice of any of these methods depends on the status of the 
availability	of	primary	data	and	time	and	money	that	firms	are	willing	to	
spend on the survey. If primary data on demand for a product is not available 
in	any	form	and	money	and	time	are	not	constraints,	then	direct consumer 
survey	is	the	only	option.	But,	in	case	some	relevant	information	is	already	
available	with	experts	and	time	and	money	are	the	constraints,	the	firms	may	
go	for	opinion poll of experts.

2. Statistical Methods

In	 the	 foregoing	 sections,	we	 have	 described	 survey	 and	 experimental	
methods	of	estimating	and	forecasting	demand	for	a	product	on	the	basis	
of information supplied by the consumers themselves and on-the-spot 
observation	of	consumer	behaviour.	In	this	section,	we	will	explain	statistical 
methods which	utilize	historical	(time-series)	and	cross-sectional	data	for	
estimating	 long-term	 demand.	 Statistical	methods	 are	 considered	 to	 be	
superior	techniques	of	demand	estimation	for	the	following	reasons.
 (i)	 In	the	statistical	methods,	the	element	of	subjectivity	is	minimum,
 (ii)	Method	of	 estimation	 is	 scientific	 as	 it	 is	 based	 on	 the	 theoretical	

relationship	between	the	dependent	and	independent	variables,
 (iii) Estimates are relatively more reliable because forecasts are based on 

observed	facts,	and
 (iv) Estimation involves smaller time and money cost.
Three kinds of statistical methods are used for demand projection.
	 (1)	Trend	Projection	Methods,	
	 (2)	Barometric	Methods,	and	
 (3) Econometric Method.
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Check Your Progress

	 1.	What	is	price	elasticity	of	demand?
 2. List the determinants of market demand.
 3. Define	demand	forecasting.

2.8 ANSWERS TO CHECK YOUR PROGRESS 
QUESTIONS

	 1.	Price	elasticity	of	demand	is	generally	defined	as	the	responsiveness	
or	 sensitiveness	 of	 demand	 for	 a	 commodity	 to	 the	 changes	 in	 its	
price.	More	precisely,	elasticity	of	demand	is	the	percentage	change	
in	demand	due	to	one	per	cent	change	in	the	price	of	the	commodity.

	 2.	The	determinants	of	market	demand	are	the	following:
 •	 Price	of	the	product,	
 •	 Price	 of	 the	 related	 goods—substitutes,	 complements	 and	

supplements,	
 •	Level	of	consumers’	income,	
 •	Consumers’	taste	and	preferences,	
 •	Advertisement	of	the	product,	
 •	Consumers’	expectations	about	future	price	and	supply	position,	
 •	Demonstration	effect	and	‘bandwagon	effect’,	
 •	Consumer-credit	facility,	
 •	 Population	of	the	country	(for	the	goods	of	mass	consumption),	
 •	Distribution	pattern	of	national	income,	etc.
	 3.	Demand	forecasting	is	predicting	the	future	demand	for	firm’s	product.

2.9 SUMMARY

 •	 In	general	terms,	the	elasticity	of	demand	is	defined	as	the	degree	of	
responsiveness	of	demand	for	a	product	to	change	in	its	determinants.

 •	 Price	elasticity	of	demand	is	generally	defined	as	the	responsiveness	or	
sensitiveness	of	demand	for	a	commodity	to	the	changes	in	its	price.

 •	Market	demand	for	a	product	depends	on	a	number	of	factors,	called	
determinants of demand.

 •	The	demand	for	a	commodity	is	also	affected	by	the	changes	in	the	
prices	 of	 its	 related	goods.	Related	goods	 are	 classified	under	 two	
categories:	(i)	substitutes,	and	(ii)	complementary	goods.
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Demand Analysis •	The	demand	for	various	goods	and	services	are	generally	classified	
on	the	basis	of	the	consumers	of	the	product,	suppliers	of	the	product,	
nature	of	the	product,	seasonal	nature	of	the	demand,	interdependence	
of	demand	for	two	products,	etc.

 •	Durable	goods	create	replacement	demand	whereas	non-durable	goods	
do	not.	Also,	the	demand	for	non-durable	goods	increases	(or	decreases)	
lineally	whereas	the	demand	for	durable	goods	increases	(or	decreases)	
exponentially	due	to	an	increase	in	stock	of	durable	goods	and	hence	
accelerated depreciation.

 •	The	responsiveness	of	demand	to	the	changes	in	income	is	known	as	
income-elasticity of demand.

 •	Demand	forecasting	is	predicting	the	future	demand	for	firm’s	product.
 •	There	are	various	methods	of	demand	forecasting.	The	choice	of	method	

for	forecasting	demand	depends	on	the	purpose	and	kind	of	demand	
forecasting	and	availability	of	required	data.

2.10 KEY WORDS

 • Elasticity of demand:	It	is	defined	as	the degree of responsiveness of 
demand	for	a	product	to	change	in	its	determinants.

 • Direct demand:	This	demand	is	one	that	arises	on	its	own	out	of	a	
natural desire of the people to consume or possesses a commodity.

 • Cross-Elasticity of demand: It is the measure of responsiveness of 
demand	for	a	commodity	to	the	changes	in	the	price	of	its	substitutes	
and	complementary	goods.

2.11 SELF ASSESSMENT QUESTIONS AND 
EXERCISES

Short-Answer Questions

	 1.	Mention	the	major	kinds	of	demands	that	figure	in	business	decisions.
	 2.	What	are	the	types	of	demands?
	 3.	State	the	methods	used	for	conducting	demand	forecasting	for	industrial	

goods,	consumer	goods	and	consumer	durables.

Long-Answer Questions

	 1.	Discuss	the	factors	influencing	price	elasticity	of	demand.
	 2.	Explain	the	determinants	of	market	demand.
	 3.	Analyse	the	application	of	elasticities	in	business	decision-making.



Demand Analysis

NOTES

 Self-Instructional 
38 Material

2.12 FURTHER READINGS

Dwivedi,	D.	N.	2008.	Principles of Economics,	Seventh	Edition.	New	Delhi:	
Vikas	Publishing	House.

Weil.	David	N.	2004.	Economic Growth.	London:	Addison	Wesley.
Thomas,	 Christopher	 R.	 and	Maurice	 S.	 Charles.	 2005.	Managerial 

Economics: Concepts and Applications,	Eighth	Edition.	New	Delhi:	
Tata	McGraw-Hill	Publishing	Company	Limited.

Mankiw,	Gregory	N.	2002.	Principles of Economics,	Second	Edition.	India:	
Thomson	Press.



NOTES

Self-Instructional
Material  39

Cost and Production 
AnalysisUNIT 3 COST AND PRODUCTION 
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Structure 
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 3.2 Cost Concepts

 3.2.1 Accounting Cost Concepts
 3.2.2 Analytical Cost Concepts
 3.2.3 Cost Control

 3.3 Cost and Output Relationship
 3.3.1 Short Run Cost Functions
 3.3.2 Long Run Cost Functions
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 3.5.2 Concepts of Long-term Laws of Production

 3.6 Answers to Check Your Progress Questions
 3.7 Summary
 3.8 Key Words
 3.9 Self Assessment Questions and Exercises
 3.10 Further Readings

3.0 INTRODUCTION

The theory of cost provides conditions for minimizing the cost of production. 
In addition, analysis of cost of production is very important in almost all 
kinds of business decisions, especially those related to the weak points of 
production management; determining the output level for  cost minimization; 
determining the price of the product and dealers’ margin; and  estimating and 
projecting the cost of business operation. In this unit you will study about 
cost concepts, cost and output relationship, break even analysis, economies 
of scale of production and product function.

3.1 OBJECTIVES

After going through this unit, you will be able to:
 • Discuss the cost concepts
 • Discuss the cost and output relationship
 • State the importance of break-even analysis
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 • Explain the economies of scale of production
 • Describe the production function

3.2 COST CONCEPTS

The cost concepts that are relevant to business operations and decisions can 
be grouped on the basis of their nature and purpose under two overlapping 
categories: (i) cost concepts used for accounting purposes, and (ii) analytical 
cost concepts used in economic analysis of business activities. We will discuss 
some important concepts of the two categories. It is important to note here that 
this classification of cost concepts is only a matter of analytical convenience.

3.2.1 Accounting Cost Concepts

1. Opportunity Cost and Actual Cost: Actual cost is all paid out costs of 
the business firms to take the advantage of the best opportunity available 
to them. The opportunity cost is the opportunity lost for lack of resources. 
An opportunity to make income is lost because of scarcity of resources like 
land, labour, capital, etc. We know that resources available to any person, 
firm or society are scarce but have alternative uses with different returns. 
Income maximizing resource owners put their scarce resources to their most 
productive use and thus, they forego the income expected from the second 
best use of the resources. Thus, the opportunity cost may be defined as the 
returns expected from the second best use of the resources foregone due to 
the scarcity of resources. The opportunity cost is also called alternative cost. 
Had the resource available to a person, a firm or a society been unlimited, 
there would be no opportunity cost.

To explain and illustrate the concept of opportunity cost, suppose a firm 
has a sum of `100,000 for which it has only two alternative uses. The firm 
can buy either a printing machine or a photo copier, both having a productive 
life of 10 years. The firm expects an annual income of `20,000 from the 
printing machine, and `15,000 from the photo copier. A profit maximizing 
firm would invest its money in the printing machine and forego the expected 
income from the photo copier. The opportunity cost of the income from 
printing machine is the foregone income expected from the photo copier, i.e., 
`15,000. In assessing the alternative cost, both explicit and implicit costs 
are taken into account.

Associated with the concept of opportunity cost is the concept of 
economic rent or economic profit. In our example of expected earnings firm 
printing machine, the economic rent of the printing machine is the excess of 
its earning over the income expected from the photo copier. That is, economic 
profit or economic rent of the printing machine equals `20,000 – `15,000 = 
`5,000. The implication of this concept for a businessman is that investing in 
the printing machine is preferable so long as its economic rent is greater than 
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zero. Also, if firms know the economic rent of the various alternative uses 
of their resources, it will be helpful in choosing the best investment avenue.
2. Business Costs and Full Costs: Business costs include all the expenses 
that are incurred to carry out a business. The concept of business costs is 
similar to the actual or real costs. Business costs “include all the payments 
and contractual obligations made by the firm together with the book cost of 
depreciation on plant and equipment.” Business costs are used for calculating 
business profits and losses and for filing returns for income-tax and also for 
other legal purposes.

The concept of full cost, includes business costs, opportunity cost and 
normal profit. The opportunity cost includes the foregone earning expected 
from the second best use of the resources, or the market rate of interest on the 
internal money capital and also the value of an entrepreneur’s own services 
that are not charged for in the current business. Normal profit is a necessary 
minimum earning in addition to the opportunity cost, which a firm must 
receive to remain in its present occupation.
3. Actual or Explicit Costs and Implicit or Imputed Costs: The Actual or 
Explicit costs are those which are actually incurred by the firm in payment 
for labour, material, plant, building, machinery, equipment, travelling and 
transport, advertisement, etc. The total money expenses, recorded in the books 
of accounts are, for all practical purposes, the actual costs. Actual cost comes 
under the accounting cost concept.

In contrast to explicit costs, there are certain other costs that do not 
take the form of cash outlays, nor do they appear in the accounting system. 
Such costs are known as implicit or imputed costs. Opportunity cost is an 
important example of implicit cost. For example, suppose an entrepreneur 
does not utilize his services in his own business and works as a manager in 
some other firm on a salary basis. If he sets up his own business, he foregoes 
his salary as manager. This loss of salary is the opportunity cost of income from 
his own business. This is an implicit cost of his own business. Thus, implicit 
wages, rent, and implicit interest are the wages, rent and interest that an owner’s 
labour, building and capital respectively, can earn from their second best use.

Implicit costs are not taken into account while calculating the loss or 
gains of the business, but they form an important consideration in deciding 
whether or not to retain a factor in its present use. The explicit and implicit 
costs together make the economic cost.
4. Out-of-Pocket and Book Costs: The items of expenditure that involve cash 
payments or cash transfers, both recurring and non-recurring, are known as 
out-of-pocket costs. All the explicit costs (e.g., wages, rent, interest, cost of 
materials and maintenance, transport expenditure, electricity and telephone 
expenses, etc.) fall in this category. On the contrary, there are certain actual 
business costs that do not involve cash payments, but a provision is therefore 
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made in the books of account and they are taken into account while finalizing 
the profit and loss accounts. Such expenses are known as book costs. In a 
way, these are payments made by a firm to itself. Depreciation allowances 
and unpaid interest on the owner’s own funds are the example of book costs.

3.2.2 Analytical Cost Concepts

The analytical cost concepts refers to the different cost concepts that are used 
in analysing the cost-output relationship with increase in inputs and output 
and also the cost concepts that figure in analysing the effect of expansion of 
production on the society as a whole.
1. Fixed and Variable Costs: Fixed costs are those that remain fixed in amount 
for a certain quantity of output. Fixed cost does not vary with variation in 
the output between zero and a certain level of output. In other words, costs 
that do not vary or remain constant for a certain level of output are treated 
as fixed costs. The fixed costs include (i) depreciation of machinery, building 
and other fixed assets, (ii) costs of managerial and administrative staff, (iii) 
maintenance of land, etc. The concept of fixed cost is associated with the 
short-run.

Variable costs are those which vary with the variation in the total 
output. Variable costs include cost of raw material, running cost of fixed 
capital, such as fuel, repairs, routine maintenance expenditure, direct labour 
charges associated with the level of output, and the costs of all other inputs 
that vary with output.
2. Total, Average and Marginal Costs: Total cost (TC) refers to the total 
outlays of money expenditure, both explicit and implicit, on the resources 
used to produce a given level of output. It includes both fixed and variable 
costs. The total cost for a given output is measured as

TC = Total fixed cost + Total variable cost
Average cost (AC) is of statistical nature—it is not actual cost. It is 

obtained by dividing the total cost (TC) by the total output (Q), i.e.,

AC = T C
Q

Marginal cost (MC) is defined as the addition to the total cost on 
account of producing one additional unit of the product. Or, marginal cost 
is the cost of the marginal unit produced. Marginal cost is calculated as  
TCn – TCn –1 where n is the number of units produced. Using cost function, 
MC is obtained as the first derivative of the cot function.

MC = 50 or 50KL Q K L= =

Total, average and marginal cost concepts are used in the economic 
analysis of firm’s production and in pricing decisions. These cost concepts 
are discussed in further detail in the following section.
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3. Short-Run and Long-Run Costs: Short-run and long-run cost concepts are 
related to variable and fixed costs, respectively, and often figure in economic 
analysis cost-output relationship.

Short-run refers to the time period during which scale of production 
remains unchanged. The costs incurred in the short-run are called short-run 
costs. It includes both the variable and the fixed costs. From analytical point 
of view, short-run costs are those that vary with the variation in output in 
short-run, the size of the firm remaining the same. Therefore, short-run costs 
are treated as variable costs.

Long-run costs, on the other hand, are those that are incurred to increase 
the scale of production in the long-run. The costs that are incurred on the fixed 
factors like plant, building, machinery, etc., are known as long-run costs. It is 
important to note that the running cost and depreciation of the capital assets 
are included in the short-run or variable costs.

Furthermore, long-run costs are by implication the costs that are 
incurred in the long-run. In the long run, however, even the fixed costs 
become variable costs as the size of the firm or scale of production increases. 
Broadly speaking, ‘the short-run costs are those associated with variables 
in the utilization of fixed plant or other facilities whereas long-run costs are 
associated with the changes in the size and kind of plant.’
4. Incremental Costs and Sunk Costs: Conceptually, incremental costs are 
closely related to the concept of marginal cost but with a relatively wider 
connotation. While marginal cost refers to the cost of the marginal unit 
(generally one unit) of output, incremental cost refers to the total additional 
cost associated with the decisions to expand the output or to add a new variety 
of product, etc. The concept of incremental cost is based on the fact that in 
the real world, it is not practicable (for lack of perfect divisibility of inputs) 
to employ factors for each unit of output separately. Besides, in the long 
run, when firms expand their production, they hire more of men, materials, 
machinery and equipments. The expenditures of this nature are incremental 
costs — not the marginal cost (as defined earlier). Incremental costs arise 
also owing to the change in product lines, addition or introduction of a new 
product, replacement of worn out plant and machinery, replacement of old 
technique of production, etc.

The sunk costs are those which are made once and for all and cannot be 
altered, increased or decreased, by varying the rate of output, nor can they be 
recovered. For example, once it is decided to make incremental investment 
expenditure and the funds are allocated and spent, all the preceding costs are 
considered to be the sunk costs. The reason is, such costs are based on the 
prior commitment and cannot be revised or reversed or recovered when there 
is a change in market conditions or change in business decisions.
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5. Historical and Replacement Costs: Historical cost refers to the cost 
incurred in past on the acquisition of productive assets, e.g. land, building, 
machinery, etc., whereas replacement cost refers to the expenditure made for 
replacing an old asset. These concepts owe their significance to the unstable 
nature of input prices. Stable prices over time, other things given, keep 
historical and replacement costs on par with each other. Instability in asset 
prices makes the two costs differ from each other.

As regards their application, historical cost of assets is used for 
accounting purposes, in the assessment of the net worth of the firm whereas 
replacement cost figures in business decisions regarding the renovation of 
the plant.
6. Private and Social Costs: We have so far discussed the cost concepts that 
are related to the working of the firm and that are used in the cost-benefit 
analysis of business decisions. In simple words, all costs incurred by the 
business firms to run the business with the objective of making profile. All 
such costs fall in the category of private costs. There are, however, certain 
other costs that arise due to the functioning of the firm but do not figure 
normally in the business decisions nor are such costs explicitly borne by 
the firms. The costs of this category are borne by the society. Thus, the total 
cost generated by a firm’s working may be divided into two categories: (i) 
costs paid out or provided for by the firms, and (ii) costs paid or borne by 
the society including the use of resources freely available plus the disutility 
created in the process of production. The costs of the category  (i) are known 
as private costs and of category (ii) are known as external or social costs. 
To mention a few examples of social cost, Mathura Oil Refinery discharging 
its wastage in the Yamuna river causes water pollution. Mills and factories 
located in a city cause air pollution, environment pollution and so on. Such 
costs are termed as external costs from the firm’s point of view and social 
costs from the society’s point of view.

The relevance of the social costs lies in the social cost-benefit analysis 
of the overall impact of a firm’s operation on the society as a whole and in 
working out the social cost of private gains. A further distinction between 
private cost and social cost is, therefore, in order.

Private costs are those which are actually incurred or provided for 
by an individual or a firm on the purchase of goods and services from the 
market. For a firm, all the actual costs, both explicit and implicit, are private 
costs. Private costs are internalized costs that are incorporated in the firm’s 
total cost of production.

Social costs on the other hand, refer to the total cost borne by the society 
due to production of a commodity. Social costs include both private cost and 
the external cost. Social cost includes (a) the cost of resources for which the 
firm is not required to pay a price, i.e., atmosphere, rivers, lakes, etc., and 
also for the use of public utility services like roadways, drainage system, etc., 
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and (b) the cost in the form of ‘disutility’ created through air, water, noise and 
environment pollution, etc. The costs of category (b) are generally assumed 
to equal the total private and public expenditure incurred to safeguard the 
individual and public interest against the various kinds of health hazards 
and social tension created by the production system. The private and public 
expenditure, however, serve only as an indicator of ‘public disutility’—they 
do not give the exact measure of the public disutility or the social costs.

3.2.3 Cost Control

Cost control is one of the vital instruments used by the management of a 
business firm for economising the method of operation of the entire firm. 
This instrument/tool aims at reducing waste within the existing system of   
operation. 

The ultimate objective of a business firm is to produce goods/services 
at a minimum cost. Also, this is necessary to accomplish the objective of 
profit maximisation of a business firm. This has led to the emergence and 
usage of cost accounting. 

These cost accounting systems have developed their own standards 
or benchmarks against which the present system of operation of the firm is 
analysed. One of the objectives of cost control is to accomplish the target 
sales of the firm.

The cost accounting system takes into account any deviation in the 
actual performance of the firm by analysing it against the benchmarks and then 
accordingly corrective action is taken. Hence, it seeks to spend the minimum 
amount on expenditure for the production of goods/services. Thus, it can be 
said that cost control is a preventive function of the firm.

Cost control involves performing a chain of steps by the respective 
firm. This function involves the following steps: 
 (i) Planning: The foremost step involved in cost control is the planning 

aspect which takes place in the form of budgets, standards or 
benchmarks.

 (ii) Communication: The next step is to communicate the plan or set of 
targets established to the team handling the cost control function of 
the firm.

 (iii) Motivation: Once the plan is executed, the performance is evaluated as 
per the benchmarks or standards set. Accordingly, costs are ascertained 
and information is collected. The team handling the cost control 
function gets motivated from the fact that the cost of the operation is 
analysed and evaluated as per the standards set.
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 (iv) Appraisal: At this step, the cost is compared with the target set and 
the actual performance of the firm. The shortcomings are noticed and 
recorded.

 (v) Decision making: At this step, corrective measures and remedial action 
is taken depending upon the decisions taken by the team handling the 
cost control function.

Advantages of Cost Control

 (i) The primary advantage of cost control function is that it helps the firm 
to enhance its profitability and competitiveness in the market.

 (ii) The function is indispensable for achieving greater productivity of the 
firm.

 (iii)  It helps the firm to reduce its costs and thereby reduce its prices.
 (iv) With the effective implementation of this cost function, the labour 

force can be kept employed at a steady pace.
After taking into consideration the above discussion, one can 

comprehend that cost control function has a regulatory effect on the 
performance of the firm. There are certain cost control techniques that have 
been evolved to achieve this objective.

Primarily, two kinds of standards have been established to control costs. 
These are: (a) Internal, (b) External.

Internal standards involve comparison of the usage of internal 
resources, labour, capital and so forth. The internal standards used for cost 
control are: (a) Budgetary control and (b) Standard costing

External standards involve comparing the performance of the firm with 
its competitive firms in the form of cost ratios.

3.3 COST AND OUTPUT RELATIONSHIP

The theory of cost deals with how cost of production changes with change 
in output. In other words, the cost theory deals with cost-output relations. 
The basic principle of the cost-output relationship is that the total cost 
increases with increase in output. This simple statement of an observed fact 
is of little theoretical and practical importance. What is important from a 
theoretical and managerial decision point of view is the rate of increase in 
total cost with increase in output and the direction of change in the average 
cost (AC) and the marginal cost (MC). The direction of change in AC and 
MC—whether AC and MC decrease or increase or remain constant—depends 
on the nature of the cost function. A cost function is a symbolic statement 
of the technological relationship between the cost and output. The general 
form of the cost function is written as:
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The actual form of cost function depends on whether the time 
framework chosen for cost analysis is short-run or long-run. It is important to 
recall here that some costs remain constant in the short-run while all costs are 
variable in the long-run. Thus, depending on whether cost analysis pertains 
to short-run or to long-run, there are two kinds of cost functions: (i) short-run 
cost functions, and (ii) long-run cost functions. Accordingly, the cost output 
relations are analyzed in short-run and long-run framework.

3.3.1 Short Run Cost functions

In this section, we will analyze the cost-output relations in the short-run. The 
long-run cost output relations discussed in the following section. Before we 
discuss the short-run cost-output relations, let us first look at the cost concepts 
and the components used to analyze the short-run cost-output relations.

The basic analytical cost concepts used in the analysis of cost behaviour 
are Total, Average and Marginal costs. The total cost (TC) is defined as 
the actual cost that are incurred to produce a given quantity of output. The 
short-run TC is composed of two major elements: (i) total fixed cost (TFC), 
and (ii) total variable cost (TVC). That is, in the short-run,
   TC = TFC + TVC ...(3.2)

As mentioned earlier, TFC (i.e., the cost of plant, building, etc.) 
remains fixed in the short run, whereas TVC (the labour cost) varies with 
the variation in the output.

For a given quantity of output (Q), the average cost (AC), average fixed 
cost (AFC) and average variable cot (VC) can be defined as follows.

 AC =  50 2 5 158Q = =   = AFC + AVC

Thus, AFC = 50 5 5 250Q = =  and  AVC = 
Q
L

∂
∂

and  AC = AFC + AVC ...(3.3)

Marginal cost (MC) can be defined as the change in the total cost due 
to change in the total output by one unit, i.e.,

      MC = 
3 215 10L L L

L
− + +  ...(3.4)

In case TC is expressed in functional form, MC is measured as the first 

derivative of cost function, i.e., c p

c p

K K KMRTS
L L L

− − ∆= =
− ∆

.

It may be added here that since ∆TC = ∆TFC + ∆TVC and, in the short-
run, ∆TFC = 0, therefore, ∆TC = ∆TVC. Furthermore, under the marginality 
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concept, where ∆Q = 1, MC = ∆TVC. Now we turn to cost function and 
derivation of various cost curves.

Short-Run Cost Functions and Cost Curves

The cost-output relations are revealed by the cost function and are exhibited 
through cost curves. The shape of the cost curves depends on the nature of the 
cost function. Cost functions are derived from actual cost data of the firms. 
The nature of estimated cost function depends on the cost trend revealed by 
cost data. Given the cost data, cost functions may take a variety of forms, e.g., 
linear, quadratic or cubic, yielding different kinds of cost curves. The cost 
curves produced by linear, quadratic and cubic cost functions are illustrated 
subsequently on the next page.

Fig. 3.1 Linear Cost Functions

1. Linear Cost Function: When total cost increases at a constant rate with 
increase in production, it produces a linear cost function. A linear cost 
function takes the following form.
     TC = a + bQ …(3.5)
where TC = total cost, Q = quantity produced, a = TFC, and b = Change in 
TVC due to change in Q.

Given the cost function [Eq. (3.5)] AC and MC can be obtaied as 
follows.
 AC = 31 2

1 2 3

KK K
L L L

∆∆ ∆> >
∆ ∆ ∆

 + b

and      MC = l

k k

PTC
P P

−

Note that since ‘b’ is a constant coefficient, MC remains constant, 
throughout in case of a linear cost function.
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To illustrate a linear cost function, let us suppose that an actual cost 
function is given as
   TC = 60 + 10Q …(3.6)

Given the cost function (3.6), one can easily work out TC, TFC, TVC, 
MC and AC for different levels of output (Q) and can present them in the 
form of a table as shown in Table 3.1.

Table 3.1 Tabular Cost Function

 Output Q TFC = 60 TVC = 10Q TC = 60 + 10Q MC = b = 10 AC = 60/Q + 10

 1 60 10 70 – 70.0
 2 60 20 80 10 40.0
 3 60 30 90 10 30.0
 4 60 40 100 10 25.0
 5 60 50 110 10 22.0
 6 60 60 120 10 20.0
 7 60 70 130 10 18.6
 8 60 80 140 10 17.5
 9 60 90 150 10 16.6
 10 60 100 160 10 16.0

Table 3.1 presents a series of Q and corresponding TFC, TVC, TC, MC 
and AC for output Q from 1 to 10. The figures  in Table 3.1, graphed in Fig. 3.1, 
shows the relationship between total costs (TC, TEC, and TVC) and output.

Figure 3.1 shows the behaviour of TC, TVC and TFC. The horizontal 
line shows TFC and the line TVC = 10Q shows the movement in TVC with 
change in Q. The total cost function is shown by TC = 60 + 10Q.

Fig. 3.2 AC and MC Curves Derived from  
Linear Cost Function
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More important is the behaviour of AC and MC curves in Fig. 3.2. 
Given the cost function (3.6), AC and MC can be worked out as follows.

   k

l l

PTC
P P

−  and  MC = 10

Note that, in case of a linear cost function, while MC remains constant, 
AC continues to decline with the increase in output. This is so simply because 
of the logic of the linear cost function.
2. Quadratic Cost Function: When TC increases at increasing rate with 
constant increase in output (Q), the TC data produces a quadratic cost 
function expressed as
    TC = a + bQ + Q2 ....(3.7)
where a and b are constants and TC and Q are total cost and total output, 
respectively.

Given the cost function (3.7), AC an MC can be obtained as folows.

 AC = l

k k

PTC
P P

−   + b + Q ...(3.8)

 MC = 
k

l l

PTC
P P

− ⋅  = b + 2Q ...(3.9)

Let the actual (or estimated) cost function be given as
   TC = 50 + 5Q + Q2  …(3.10)
Given the cot function (3.10),

AC = 
l

k

MPK
L MP

−∆ =
∆  + Q + 5 and   MC = l l

k k

MP P
MP P

=  = 5 + 2Q

The cost curves that emerge from the cost function (3.10) are graphed in 
Fig. 3.3 (a) and (b). As shown in panel (a), while fixed cost remains constant 
at 50, TVC is increasing at an increasing rate. The rising TVC sets the trend 
in the total cost (TC). Panel (b) shows the behaviour of AC, MC and AVC in 
a quadratic cost function. Note that MC and AVC are rising at a constant rate 
whereas AC declines till output 8 and then begins to increase.
3. Cubic Cost Function: When TC increases first at decreasing rate and then 
of increasing rate with increase in production, the TC data produces a cubic 
cost function. A cubic cost function is of the form
       TC = a + bQ – cQ2 + Q3 …(3.11)
where a, b and c are the parametric constants.

From the cost function (3.11), ACand MC can e derived as follows.

          AC = l k

l k

MP MP
P P

=  
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l l l

k k k

MP MP P MRP
MP MP P MRP

= =  + b – cQ + Q2  

and  MC = l l

k k

P MRP
P MRP

= = b – 2 cQ + 3Q2

Fig. 3.3 Cost Curves Derived from a Quadratic Cost Function

Let us suppose that the cost function is empirically estimated as 
   TC = 10 + 6Q – 0.9Q2 + 0.05Q3  …(3.12)

Note that fixed cost equals 10. TVC can be obtained by subtracting 
10—the fixed cost—from TC-function (3.12).
Thus,   TVC = 6Q – 0.9Q2 + 0.05Q3  …(3.13)

The TC and TVC, based on Eqs. (3.12) and (3.13), respectively, have 
been calculated for Q = 1 to 16 and presented in Table 3.2. The TFC, TVC 
and TC have been graphically presented in Fig. 3.4. As the figure shows, 
TFC remains fixed for the whole range of output, and hence, takes the form 
of a horizontal line—TFC. The TVC curve shows two different trends with 
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increase in output. The total variable cost first increases at a decreasing rate 
and then at an increasing rate with the increase in the output. The rate of 
increase can be obtained from the slope of TVC curve. The two patterns of 
change in the TVC stems directly from the law of increasing and diminishing 
returns to the variable inputs. So long as the law of increasing returns is in 
operation, TVC increases at decreasing rate. And, when the law of diminishing 
returns comes into operation output increases at decreasing rate causing TVC 
to increase at increasing rate.

Fig. 3.4 TC, TFC and TVC Curves

Table 3.2 Cost-Output Relations 
 Q FC TVC TC AFC AVC AC MC

 (1) (2) (3) (4) (5) (6) (7) (8)

 0 10 0.0 10.00 – – – –
 1 10 5.15 15.15 10.00 5.15 15.15 5.15
 2 10 8.80 18.80 5.00 4.40 9.40 3.65
 3 10 11.25 21.25 3.33 3.75 7.08 2.45
 4 10 12.80 22.80 2.50 3.20 5.70 1.55
 5 10 13.75 23.75 2.00 2.75 4.75 0.95
 6 10 14.40 24.40 1.67 2.40 4.07 0.65
 7 10 15.05 25.05 1.43 2.15 3.58 0.65
 8 10 16.00 26.00 1.25 2.00 3.25 0.95
 9 10 17.55 27.55 1.11 1.95 3.06 1.55
 10 10 20.00 30.00 1.00 2.00 3.00 2.45
 11 10 23.65 33.65 0.90 2.15 3.05 3.65
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 12 10 28.80 38.80 0.83 2.40 3.23 5.15
 13 10 35.75 45.75 0.77 2.75 3.52 6.95
 14 10 44.80 54.80 0.71 3.20 3.91 9.05
 15 10 56.25 66.25 0.67 3.75 4.42 11.45

 16 10 70.40 80.40 0.62 4.40 5.02 14.15

Some Important Relationships between Different Measures of Cost

Some important relationships between costs used in analyzing the short-run 
cost-behaviour may now be summed up as follows:
 (a) Over the range of output AFC and AVC fall, AC also falls.
 (b) When AFC falls but AVC increases, change in AC depends on the rate 

of change in AFC and AVC.
 (i) if decrease in AFC > increase in AVC, then AC falls,
 (ii) if decrease in AFC = increase in AVC, AC remains constant and 
 (iii) if decrease in AFC < increase in AVC, then AC increases.
 (c) AC and MC are related in following ways.
 (i) When MC falls, AC follows, over a certain range of output. When 

MC is falling, the rate of fall in MC is greater than that of AC, 
because while MC is attributed to a single marginal unit, AC is 
distributed over the entire output. Therefore, AC decreases at a 
lower rate than MC.

 (ii) Similarly, when MC increases, AC also increases but at a lower 
rate for the reason given in (i). There is, however, a range of 
output over which the relationship does not exist. Compare the 
behaviour of MC and AC over the range of output from 6 units 
to 10 units. Over this range of output, MC begins to increase 
while AC continues to decrease. The reason for this can be seen 
in Table 3.1 when MC starts increasing, it increases at a relatively 
lower rate that is sufficient only to reduce the rate of decrease in 
AC—not sufficient to push the AC up.

 (iii) MC curve intersects AC curve at its minimum. The reason is, 
while AC continues to decrease, MC begins to rise at the same 
level of output. Therefore, they are bound to intersect. Also, when 
AC is at its minimum, it is neither increasing nor decreasing: it 
is constant. When AC is constant, AC = MC. That is the point of 
intersection.

3.3.2 Long Run Cost Functions

In the context of the production theory, long run refers to a period in which 
firms can use more of both the inputs – labour and capital – to increase their 
production. The long-run theory of cost deals with the long-run cost-output 



Cost and Production 
Analysis

NOTES

 Self-Instructional 
54 Material

relationship. In other words, long-run theory of cost states the nature of 
relationship between output and cost with increase in scale of production.

To understand the long-run-cost-output relations and to derive long-run 
cost curves, it will be helpful to imagine that a long-run is composed of a 
series of short-run production decisions. As a corollary of this, long-run cost 
curve is composed of a series of short-run cost curves. With this perception 
of long-run-cost-out relationship, we may now show the derivation of the 
long-run cost curves and study their relationship with output.

Long-run Total Cost Curve (LTC)

In order to draw the long-run total cost curve, let us begin with a short-run 
situation. Suppose that a firm having only one plant has its short-run total cost 
curve as given by STC1, in panel (a) of Fig. 3.5. Let us now suppose that 
the firm decides to add two more plants over time, one after the other. As a 
result, two more short-run total cost curves are added to STC1, in the manner 
shown by STC2 and STC3 in Fig. 3.5 (a). The LTC can now be drawn through 
the minimum points of STC1, STC2 and STC3 as shown by the LTC curve 
corresponding to each STC.

Long-run Average Cost Curve (LAC)

Like LTC, long-run average cost curve (LAC) is derived by combining the 
short-run average cost curves (SACs). Note that there is one SAC associated 
with each STC. The curve SAC1 in panel (b) of Fig. 3.5 corresponds to STC1 
in panel (a). Similarly, SAC2 and SAC3 in panel (b) correspond to STC2 and 
STC3 in panel (a), respectively. There are three corresponding SAC curves 
as given by SAC1, SAC2, and SAC3 curves in panel (b) of Fig. 3.5. Thus, the 
firm has a series of SAC curves, each having a bottom point showing the 
minimum SAC. For instance, C1Q1 is minimum AC when the firm has only 
one plant. The AC decreases to C2Q2 when the second plant is added and then 
rises to C3Q3 after the addition of the third plant. The LAC curve can be drawn 
through the SAC1, SAC2 and SAC3 as shown in Fig.3.5 (b). The LAC curve is 
also known as the ‘Envelope Curve’ or ‘Planning Curve’ as it serves as a 
guide to the entrepreneur in his plans to expand production.

The SAC curves can be derived from the data given in the STC schedule, 
from STC function or straightaway from the LTC curve. Similarly, LAC curve 
can be derived from LTC-schedule, LTC function or from LTC-curve.
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Fig. 3.5 Long-run Total and Average Cost Curves

The relationship between LTC and output, and between LAC and output 
can now be easily derived. It is obvious from the LTC that the long-run cost-
output relationship is similar to the short-run cost-output relation. With the 
subsequent increases in the output, LTC first increases at a decreasing rate, 
and then at an increasing rate. As a result, LAC initially decreases until the 
optimum utilization of the second plant and then it begins to increase. These 
cost-output relations follow the ‘laws of returns to scale’. When the scale 
of the firm expands, LAC, i.e., unit cost of production, initially decreases, 
but ultimately increases as shown in Fig. 3.5 (b). The decrease in unit cost 
is attributed to the internal and external economies of scale and the eventual 
increase in cost, to the internal and external diseconomies of scale. The 
economies and diseconomies of scale are discussed in the following section.

Long-run Marginal Cost Curve (LMC)

The long-run marginal cost curve (LMC) is derived from the short-run 
marginal cost curves (SMCs). The derivation of LMC is illustrated in Fig. 3.6 
in which SACs, SMCs and LAC are the same as in Fig.3.5 (b). To derive the 
LMC, consider the points of tangency between SACs and the LAC, i.e., points 



Cost and Production 
Analysis

NOTES

 Self-Instructional 
56 Material

A, B and C. In the long-run production planning, these points determine the 
minimum LAC at the different levels of production. Each of these outputs has 
an SMC. For example, if we draw a perpendicular from point A, it intersects 
SMC1 at point M determining SMC at MQ1 at output Q1. The same process 
can be repeated for points B and C to find out SMC at outputs Q2 and Q3. 
Note that points B and C determine SMC at BQ2 and CQ3, respectively. A 
curve drawn through points M, B and N, as shown by the LMC, represents 
the behaviour of the marginal cost in the long-run. This curve is known as the 
long-run marginal cost curve, LMC. It shows the trends in the marginal cost 
in response to the changes in the scale of production.

Some important inferences may be drawn from Fig. 3.6. The LMC must 
be equal to SMC for the output at which the corresponding SAC is tangent to 
the LAC. At the point of tangency, LAC = SAC. Another important point to 
be noted is that LMC intersects LAC when the latter is at its minimum, i.e., 
point B. It indicates that there is one and only one short-run plant size whose 
minimum SAC coincides with the minimum LAC. This point is B where

SAC2 = SMC2 = LAC = LMC

Fig. 3.6 Derivation of LMC

3.3.3 Break Even Analysis

‘We will discuss the calculation of break even point in Unit 6’. The break-even 
analysis is an important analytical technique used to study the relationship 
between the total costs, total revenue and total profit and loss over the whole 
range of stipulated output. The break-even analysis is a technique of having 
a preview of profit prospects and a tool of profit planning. It integrates the 
cost and revenue estimates to ascertain the profits and losses associated with 
different levels of output. The relationship between cost and output and 
between price and output may be linear or non-linear in nature.
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Economies of scale result in cost saving and diseconomies lead to rise in cost. 
Economies and diseconomies of scale determine also the returns to scale. 
Increasing returns to scale operate till economies of scale are greater than the 
diseconomies of scale, and returns to scale decrease when diseconomies are 
greater than the economies of scale. When economies and diseconomies are 
in balance, returns to scale are constant. In this section, we briefly discuss 
the various kinds of economies  and diseconomies of scale and their effect 
on cost of production.

3.4.1 Economies of Scale

The economies of scale are classified as
 (a) Internal or Real Economies, and
 (b) External or Pecuniary Economies.

A. Internal Economies

Internal economies, also called ‘real economies’, are those that arise within 
the firm with addition of new production plants. This means that internal 
economies are available exclusively to the expanding firm. Internal economies 
may be classified under the following categories.
 (i) Economies in production;
 (ii) Economies in marketing;
 (iii) Managerial economies, and
 (iv) Economies in transport and storage.
(i) Economies in Production: Economies in production arise from two sources:  
(a) technological advantages, and (b) advantages of division of labour based 
on specialization and skill of labour.
Technological advantages: Large-scale production provides an opportunity 
to the expanding firms to avail the advantages of technological advances. 
Modern technology is highly specialized. The advanced technology makes it 
possible to conceive the whole process of production of a commodity in one 
composite unit of production. For example, production of cloth in a textile 
mill may comprise such plants as (i) spinning; (ii) weaving; (iii) printing 
and pressing; and (iv) packing, etc. Likewise, a composite dairy scheme 
may consist of plants like (i) chilling; (ii) milk processing; and (iii) bottling. 
Under small-scale production, the firm may not find it economical to have 
all the plants under one roof. It would, therefore, not be in a position to take 
the full advantage of a composite technology. But, when scale of production 
expands and firms hire more capital and labour, their total output increases 
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more than proportionately till the optimum size of the firm is reached. It 
results in lower cost of production.
Advantages of division of labour and specialization: When a firm’s scale 
of production expands, more and more workers of varying skills and 
qualifications are employed. With the employment of larger number of 
workers, it becomes increasingly possible to divide the labour according to 
their qualifications, knowledge, experience, expertise and skills and to assign 
them the function to which they are best suited. This is known as division 
of labour. Division of labour leads to a greater specialization of manpower. 
It increases productivity of labour and, thereby, reduces cost of production. 
Besides, specialized workers develop more efficient tools and techniques 
and gain speed of work. These advantages of division of labour improve 
productivity of labour per unit of labour cost and time. Increase in labour 
productivity decreases to per unit cost of production.
(ii) Economies in Purchase of Inputs: Economies in input purchases arise 
from the large-scale purchase of raw materials and other material inputs and 
large-scale selling of the firm’s own products. As to economies in the purchase 
of inputs, the large-size firms normally make bulk purchases of their inputs. 
The large scale purchase entitles the firm for certain discounts in input prices 
and other concessions that are not available on small purchases. As such, the 
growing firms gain economies on the cost of their material inputs.

The internal economies arise also in marketing the firm’s own product as 
(a) economies in advertisement cost; (b) economies in large-scale distribution 
through wholesalers, etc.; and (c) other large-sale economies. With the 
expansion of the firm, the total production increases. But the expenditure on 
advertising the product does not increase proportionately. Similarly, selling 
through the wholesale dealers reduces the cost of distribution of the firm’s 
production. The firm also gains on large scale distribution through better 
utilization of ‘sales force, distribution of sample, etc.’
(iii) Managerial Economies: Managerial economies arise from (a) 
specialization in managerial activities, i.e., the use of specialized managerial 
personnel, and (b) systemization of managerial functions. For a large-
size firm, it becomes possible to divide its management into specialized 
departments under specialized personnel, such as production manager, sales 
manager, HR manager, financial manager, etc. The management of different 
departments by speciallized managers increases the efficiency of management 
at all the levels of management because of the decentralization of decision-
making. It increases production, given the cost. Large-scale firms have the 
opportunity to use advanced techniques of communication, telephones and 
telex machines, computers, and their own means of transport. All these lead 
to quick decision-making, help in saving valuable time of the management 
and, thereby, improve the managerial efficiency. For these reasons, managerial 
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cost increases less than proportionately with the increase in production scale 
upto a certain level, of course.
(iv) Economies in Transport and Storage: Economies in transportation and 
storage costs arise from fuller utilization of transport and storage facilities. 
Transportation costs are incurred both on production and sales sides. Similarly, 
storage costs are incurred on both raw materials and finished products. The 
large-size firms may acquire their own means of transport and they can, 
thereby, reduce the unit cost of transportation, at least to the extent of profit 
margin of the transport companies. Besides, own transport facility prevents 
delays in transporting goods. Some large-scale firms have their own railway 
tracks from the nearest railway point to the factory, and thus they reduce the 
cost of transporting goods in and out. For example, Bombay Port Trust has its 
own railway tracks, oil companies have their own fleet of tankers. Similarly, 
large-scale firms can create their own godowns in various centres of product 
distribution and can save on cost of storage.

B. External or Pecuniary Economies of Scale

External economies are those that arise outside the firm and accrue to the 
expanding firms. External economies appear in the form of money saving on 
inputs, called pecuniary economies. Pecuniary economies accrue to the large-
size firms in the form of discounts and concessions on (i) large scale purchase 
of raw material, (ii) large scale acquisition of external finance, particularly 
from the commercial banks; (iii) massive advertisement campaigns;  
(iv) large scale hiring of means of transport and warehouses, etc. These 
benefits are available to all the firms of an industry but large scale firms 
benefit more than small firms.

Besides, expansion of an industry encourages the growth of ancillary 
industries that supply inputs. In the initial stages, such industries also enjoy 
the increasing returns to scale. In a competitive market, therefore, input prices 
go down. The benefit of decreasing input prices accrues to the expanding 
firms in addition to discounts and concessions. For example, growth of the 
automobile industry helps the development of tyre industry and other motor 
parts manufacturing units. The economies of scale reaped by such industries 
flow also to automobile industry. If Maruti Udyog Limited starts producing 
tyres for its own cars and ancillaries, cost of Maruti cars may go up. Consider 
another example: growth of computer industry encourages growth of firms 
that manufacture and supply computer chips and other software. Competition 
between such firms and law of increasing returns reduces the cost of inputs. 
Reduction in input costs is an important aspect of external economies.

3.4.2 Diseconomies of Scale

The economics of scale have their own limits, i.e., scale economies exist only 
up to a certain level of production scale. The expansion of scale of production 
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beyond that limit creates condition for diseconomies of scale. Diseconomies 
of scale are disadvantages that arise due to the expansion of production scale 
beyond its optimum level and lead to rise in the cost of production. Like 
economies, diseconomies may be internal and external. Let us describe the 
nature of internal and external diseconomies in some detail.
1. Internal Diseconomies: Internal diseconomies are those that are exclusive 
and internal to a firm as they arise within the firm. Like everything else, 
economies of scale have a limit too. This limit is reached when the advantages 
of division of labour and managerial staff have been fully exploited; excess 
capacity of plant, warehouses, transport and communication systems, etc., 
is fully used; and economy in advertisement cost tapers off. Although some 
economies may still exist, diseconomies begin to outweigh the economies 
and the costs begin to rise.
Managerial Inefficiency: Diseconomies begin to appear first at the 
management level. Managerial inefficiencies arise, among other 
things, from the expansion of scale itself. With fast expansion of the 
production scale, personal contacts and communications between  
(i) owners and managers, (ii) managers and labour, and (iii) between the 
managers of different departments or sections get rapidly reduced. The lack 
of fast or quick communication causes delays in decision-making affecting 
production adversely.

Secondly, close control and supervision is replaced by remote control 
management. With the increase in managerial personnel, decision-making 
becomes complex and delays in decision-making become inevitable. 

Thirdly, implementation of whatever decisions are taken is delayed 
due to coordination problem in large scale organisations.

Finally, with the expansion of the scale of production, management is 
professionalized beyond a point. As a result, the owner’s objective function of 
profit maximization is gradually replaced by managers’ utility function, like 
job security and high salary, standard or reasonable profit target, satisfying 
functions. All these lead to laxity in management and, hence to a rise in the 
cost of production.
Labour Inefficiency: Increasing number of labour leads to a loss of control 
over labour management. This affects labour productivity adversely. Besides, 
increase in the number of workers encourages labour union activities that 
cause loss of output per unit of time and hence, rise in the cost of production.
2. External Diseconomies: External diseconomies are the disadvantages 
that arise outside the firm, especially in the input markets, due to natural 
constraints, specially in agriculture and extractive industries. With the 
expansion of the firm, particularly when all the firms of the industry are 
expanding, the discounts and concessions that are available on bulk purchases 
of inputs and concessional finance come to an end. More than that, increasing 
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demand for inputs puts pressure on the input markets and input prices begin to 
rise causing a rise in the cost of production. These are pecuniary diseconomies.

On the production side, the law of diminishing returns to scale come 
into force due to excessive use of fixed factors, more so in agriculture and 
extractive industries. For example, excessive use of cultivable land turns it 
into barren land; pumping out water on a large scale for irrigation causes 
the water table to go down resulting in rise in cost of irrigation; extraction 
of minerals on a large scale exhausts the mineral deposits on upper levels 
and mining further deep causes rise in cost of production; extensive fishing 
reduces the availability of fish and the catch, even when fishing boats and 
nets are increased. These kinds of diseconomies make the LAC move upward.

3.5 PRODUCTION FUNCTION

Production function is a mathematical presentation of input-output 
relationship. More specifically, a production function states the technological 
relationship between inputs and output in the form of an equation, a table or a 
graph. In its general form, it specifies the inputs required for the production of 
a commodity or service. In its specific form, it states the extent of quantitative 
relationships between inputs and output. Besides, the production function 
represents the technology of a firm or of an industry. For example, suppose 
production of a product, say X, depends on labour (L) and capital (K), then 
production function is expressed in equation form as

Qx = f (L, K)
A real-life production function is generally very complex. It includes 

a wide range of inputs, viz., (i) land and building; (ii) labour including 
manual labour, engineering staff and production manager, (iii) capital, 
(iv) raw material, (v) time, and (vi) technology. All these variables enter 
the actual production function of a firm. The long-run production function is 
generally expressed as

Q = f (LB, L, K, M, T, t)
where LB = land and building L = labour, K = capital, M = raw materials,  

T = technology and t = time.
The economists have however reduced the number of variable inputs 

used in a production function to only two, viz., labour (L) and capital (K), 
for the sake of convenience and simplicity in the analysis of input-output 
relations. It has logical reasoning also. A production function with two 
variable inputs, K and L, is expressed as

Q = f(K, L)
The reasons for excluding other inputs are following.
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Land and building (LB), as inputs, are constant for the economy as a 
whole, and hence they do not enter into the aggregate production function. 
However, land and building are not a constant variable for an individual firm 
or industry. In the case of individual firms, land and building are lumped 
with ‘capital’. 

In case of ‘raw materials’ it has been observed that this input ‘bears a 
constant relation to output at all levels of production’. For example, cloth size 
bears a constant relation to the number of garments. Similarly, for a given 
size of a house, the quantity of bricks, cement, steel, etc. remains constant, 
irrespective of number of houses constructed. To consider another example, in 
car manufacturing of a particular brand or size, the quantity of steel, number 
of the engine, and number of tyres and tubes are fixed per car. Since in case 
of ‘raw materials’ the relationship between inputs and output is fixed, the 
output can be easily estimated given the quantity of inputs. Therefore, raw 
materials are left out of production function. 

So is the case, generally, with time and space. Also, technology (T) 
of production remains constant over a period of time. That is why, in most 
production functions, only labour and capital are included.

We will illustrate the tabular and graphic forms of a production function 
when we move on to explain the laws of production. Here, let us illustrate 
the mathematical form of a production function. It is this form of production 
function that is most commonly used in production analysis.

To illustrate the algebraic form of production function, let us suppose 
that a coal mining firm employs only two inputs—capital (K) and labour 
(L)—in its coal production activity. So the coal output depends on the number 
of labour and capital units employed to produce coal. As such, the general 
form of its production function may be expressed symbolically as 
    QC = f (K, L) …(3.14)
where QC = the quantity of coal produced per time unit; K = capital; and L 
= labour.

The production function (10.1) implies that quantity of coal produced 
depends on the quantity of capital (K) and labour (L) employed to produce 
coal. Increasing coal production will require increasing K and L. Whether 
the firm can increase both K and L or only L depends on the time period it 
takes into account for increasing production, i.e., whether the firm considers 
a short-run or a long-run.

By definition, as noted above, short-run is a period in which supply 
of capital is inelastic. In the short-run, therefore, the firm can increase coal 
production by increasing only labour since the supply of capital in the short 
run is fixed. Long-run is a period during which supply of both labour and 
capital becomes elastic, i.e., it increases over time. In the long-run, therefore, 
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the firm can employ more of both capital and labour. Accordingly, there are 
two kinds of production functions:
 (i) Short-run production function; and 
 (ii) Long-run production function.
The two kinds of production functions are described here breifly.
(i) Short-run Production Function: A short-run production function is a 
single variable function. The single variable factor is labour (L), capital (K) 
remaining constant, expressed as  
 Q = f(L, K ), where K  indicates constant capital. …(3.15)

An estimated short-run production function may take any of the 
following forms depending on input-output relationship.
 (a) Linear function: Q = a + bL
 (b) Quadratic function: Q = a + bL – cL2;
 (c) Cubic function: a + bL + cL2 – dL3; or
 (d) Power function: Q = aLb (b > 1).
(ii) Long-run Production Function: In the long-term production function, 
both K and L are treated as variable factors and the function takes the 
following form.

Q = f (K, L)
As mentioned above, a production function can be expressed in the 

form of an equation, a graph or a table, though each of these forms can be 
converted into its other forms. We illustrate here how a production function 
in the form of an equation can be converted into its tabular form. Consider, 
for example, the Cobb-Douglas production function—the most famous and 
widely used production function—given in the form of an equation as
    Q = AKaLb …(3.16)
(where K = Capital, L = Labour, and A, a and b are parameters, and b = 1 – a)

Production function (3.16) gives the general form of Cobb-Douglas 
production function. The numerical values of parameters A, a and b, can 
be estimated by using actual factory data on production, capital and labour. 
Suppose numerical values of parameters are estimated as A = 50, a = 0.5 and 
b = 0.5. Once numerical values are known, the Cobb-Douglas production 
function can be expressed in its specific emperical form as follows.

Q = 50 K0.5 L0.5

This production function can be used to obtain the maximum quantity 
(Q) that can be produced with different combinations of capital (K) and labour 
(L). The maximum quantity that can be produced from different combinations 
of K and L can be worked out by using the following formula.
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Q 50 or 50KL Q K L= =

For example, suppose K = 2 and L = 5. Then
50 2 5 158Q = =

and if K = 5 and L = 5, then
50 5 5 250Q = =

Similarly, by assigning different numerical values to K and L, the 
resulting output can be worked out for different combinations of K and L and 
a tabular form of production function can be prepared. Table 3.3 shows the 
maximum quantity of a commodity that can be produced by using different 
combinations of K and L, both varying between 1 and 10 units.

Table 3.3 Production Function in Tabular Form

Table 3.3 shows the units of output that can be produced with different 
combinations of capital and labour. The figures given in Table 10.1 can be 
graphed in a three-dimensional diagram.

Before we proceed, it is important to note here that four combinations 
of K and L given in Table 3.3—10K + 1L, 5K + 2L, 2K + 5L and 1K + 10L—
produce the same output, i.e., 158 units. When these combinations of K and L 
producing the same output are joined by a line, it produces a curve as shown 
in the table. This curve is called ‘Isoquant’. An isoquant is a very important 
tool used to analyze input-output relationship.

3.5.1 Laws of Production in the Short-Run

The laws of production state the relationship between output and input. In the 
short-run, input-output relations are studied with one variable input (labour), 
other inputs (especially, capital) held constant. The laws of production under 
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these conditions are called the ‘Laws of Variable Proportions’ or the ‘Laws 
of Returns to a Variable Input’.

3.5.2 Concepts of Long-term Laws of Production

In the preceding section, we have discussed the short-term laws of production, 
i.e., technological relationship between inputs and output assuming labour to 
be the only variable input, capital held constant. In this section, we proceed 
to discuss the long-term laws of production, i.e., the nature of relationship 
between inputs and output under the condition that both the inputs, capital 
and labour, are variable factors. In the long-run, supply of both the inputs is 
supposed to be elastic and, therefore, firms can use larger quantities of both 
labour and capital. With larger employment of capital labour, the scale of 
production increases. The nature of changing relationship between changing 
scale of inputs and output is refered to the laws of returns to scale. The laws 
of returns to scale are generally explained through the production function 
and isoquant curve technique. The most common and simple tool of analysis 
is isoquant curve technique.

Check Your Progress

 1. Define marginal cost.
 2. What is private cost?
 3. What are diseconomies of scale?

3.6 ANSWERS TO CHECK YOUR PROGRESS 
QUESTIONS

 1. Marginal cost is defined as the addition to the total cost on account of 
producing one additional unit of the product.

 2. Private costs are those which are actually incurred or provided for by 
an individual or a firm on the purchase of goods and services from the 
market. For a firm, all the actual costs, both explicit and implicit, are 
private costs.

 3. Diseconomies of scale are disadvantages that arise due to the expansion 
of production scale beyond its optimum level and lead to rise in the 
cost of production.

3.7 SUMMARY

 • The cost concepts that are relevant to business operations and decisions 
can be grouped on the basis of their nature and purpose under two 
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overlapping categories: (i) cost concepts used for accounting purposes, 
and (ii) analytical cost concepts used in economic analysis of business 
activities.

 • In contrast to explicit costs, there are certain other costs that do not 
take the form of cash outlays, nor do they appear in the accounting 
system. Such costs are known as implicit or imputed costs.

 • The analytical cost concepts refers to the different cost concepts that 
are used in analysing the cost-output relationship with increase in 
inputs and output and also the cost concepts that figure in analysing 
the effect of expansion of production on the society as a whole.

 • Social costs on the other hand, refer to the total cost borne by the society 
due to production of a commodity. Social costs include both private 
cost and the external cost.

 • The theory of cost deals with how cost of production changes with 
change in output. In other words, the cost theory deals with cost-output 
relations. The basic principle of the cost-output relationship is that the 
total cost increases with increase in output.

 • In the context of the production theory, long run refers to a period in 
which firms can use more of both the inputs – labour and capital – to 
increase their production.

 • The break-even analysis is a technique of having a preview of profit 
prospects and a tool of profit planning. It integrates the cost and revenue 
estimates to ascertain the profits and losses associated with different 
levels of output.

 • Economies of scale result in cost saving and diseconomies lead to 
rise in cost. Economies and diseconomies of scale determine also the 
returns to scale.

 • Managerial economies arise from (a) specialization in managerial 
activities, i.e., the use of specialized managerial personnel, and (b) 
systemization of managerial functions.

 • Diseconomies of scale are disadvantages that arise due to the expansion 
of production scale beyond its optimum level and lead to rise in the 
cost of production.

 • Production function is a mathematical presentation of input-output 
relationship. More specifically, a production function states the 
technological relationship between inputs and output in the form of 
an equation, a table or a graph.
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 • Actual cost: It is all paid out costs of the business firms to take the 
advantage of the best opportunity available to them.

 • Business cost: It includes all the expenses that are incurred to carry 
out a business.

3.9 SELF ASSESSMENT QUESTIONS AND 
EXERCISES

Short-Answer Questions

 1. Write short notes on the following:
  (a) Replacement cost  (b) variable cost
 2. Briefly mention the function of cost control.
 3. What is the use of the break-even analysis technique?

Long-Answer Questions

 1. Discuss the cost and output relationship.
 2. Explain the production function with reference to cost and output 

analysis.
 3. Explain the economies of scale of production.
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Structure 
 4.0 Introduction
 4.1 Objectives
 4.2 Pricing and Output Decisions in Different Market Situations
 4.3 Perfect Competition

 4.3.1 Price Determination under Perfect Competition
 4.3.2 Output Determination in Short Run: Short-run Equilibrium of the Firm
 4.3.3 Determination of Output in Long Run

 4.4 Imperfect Competition: Monopoly 
 4.4.1 Monopoly Pricing and Output Decision: Short-Run Analysis
 4.4.2 Monopoly Pricing and Output Decision: Long-Run analysis

 4.5 Imperfect Competition: Duopoly
 4.6 Pricing Policies

 4.6.1 Types and Factors Affecting Pricing Policies
 4.6.2 Mark-up Pricing and Marginalist Rule Compared
 4.6.3 Limitations of Mark-up Pricing Rule 
 4.6.4 Multiple Product Pricing
 4.6.5 Pricing in the Life-cycle of A Product
 4.6.6 Pricing a New Product
 4.6.7 Pricing in Maturity Period
 4.6.8 Pricing a Product in Decline
 4.6.9 Pricing in Relation to Established Products 
 4.6.10 International Price Discrimination: Dumping

 4.7 Answers to Check Your Progress Questions
 4.8 Summary
 4.9 Key Words
 4.10 Self Assessment Questions and Exercises
 4.11 Further Readings

4.0 INTRODUCTION

The market structure determines a firm’s power to fix the price of its 
product a great deal. The degree of competition determines a firm’s degree 
of freedom in determining the price of its product. The degree of freedom 
implies the extent to which a firm is free or independent of the rival firms 
in taking its own pricing decisions. Depending on the market structure, the 
degree of competition varies between zero and one. And, a firm’s discretion 
or the degree of freedom in  setting the price for its product varies between 
one and none in the reverse order of the degree of competition. As a matter 
of rule, the higher the degree of competition, the lower the firm’s degree of 
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freedom in pricing decision and control over the price of its own product 
and vice versa. In this unit you will study about pricing and output decisions 
in different market situations such as competition, monopoly and duopoly, 
and pricing policies. 

4.1 OBJECTIVES

After going through this unit, you will be able to:
 • Explain price determination under perfect and imperfect competition
 • Discuss monopoly pricing and output decision
 • Describe the functioning of duopoly 

4.2 PRICING AND OUTPUT DECISIONS IN 
DIFFERENT MARKET SITUATIONS

Let us see how the degree of competition affects pricing decisions in different 
kinds of market structures.

Under perfect competition, a large number of firms compete against 
each other for selling their product. Therefore, the degree of competition under 
perfect competition is close to one, i.e., the market is highly competitive. 
Consequently, firm’s discretion in determining the price of its product is 
close to none. In fact, in perfectly competitive market, price is determined 
by the market forces of demand and supply and a firm has to accept the price 
determined by the market forces. If a firm uses its discretion to fix the price 
of its product above or below its market level, it loses its revenue and profit 
in either case. For, if it fixes the price of its product above the ruling price, 
it will not be able to sell its product, and if it cuts the price down below 
its market level, it will not be able to cover its average cost. In a perfectly 
competitive market, therefore, firms have little or no choice in respect to 
price determination.

As the number of firms decreases, the degree of competition decreases. 
And, as a result, firm’s control over the price and its discretion in pricing 
decision increases. For example, under monopolistic competition, where 
degree of competition is high but less than one, the firms have some discretion 
in setting the price of their products. Under monopolistic competition, the 
degree of freedom depends largely on the number of firms and the level of 
product differentiation. Where product differentiation is real, firm’s discretion 
and control over the price is fairly high and where product differentiation 
is nominal or only notional, firm’s pricing decision is highly constrained by 
the prices of the rival products.

When the number of firms is few, the market takes the form of an 
oligopoly. Under oligopoly, the degree of competition is quite low, lower than 
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that under monopolistic competition. The firms, therefore, have a good deal 
of control over the price of their products and can exercise their discretion 
in pricing decisions, especially where product differentiation is prominent. 
However, the fewness of the firms gives them an opportunity to form a cartel 
or to make some settlement among themselves for fixation of price and non-
price competition.

In case of a monopoly, the degree of competition is close to nil. An 
uncontrolled monopoly firm has full freedom to determine the price of its 
product. A monopoly, in the true sense of the term, is free to fix any price 
for its product, of course, under certain constraints, viz., (i) the objective of 
the firm, and (ii) demand conditions.

4.3 PERFECT COMPETITION

Perfect competition may be defined as a kind of market in which there 
are a large number of buyers and sellers each one buying and selling a 
homogeneous product and no buyer or seller has control over the price of 
the product. The number of buyers and sellers is so large that the quantity 
bought and sold by each buyer and seller is insignificant and no buyer or seller 
has the power to alter the market price. In a perfectly competitive market, 
there is complete absence of rivalry among the firms. In fact, in a perfectly 
competitive market, competition among the individual firms is so widely 
dispersed that it amounts to no competition.

It may be added at the outset that the concept of perfectly competitive 
market is an abstract concept. Perfect competition as conceived by the 
economists does not exist in reality, except in sporadic markets like auctions. 
However, analysis of price and output determination under perfect competition 
‘lays the foundation of pricing theory’. That is why it has become a common 
practice to begin the analysis of price determination with price determination 
under perfect completion.

4.3.1 Price Determination under Perfect Competition

In a perfectly competitive market, price of a product is determined by the 
market forces – market demand and market supply – not by the individual 
firms. Price determined by the market forces is called market price. Once 
market price is determined, the only option open to individual firms is to 
determine their equilibrium output—the output that maximizes their profit. 
The system of market price determination is recalled here briefly with the 
purpose of showing the derivation of demand curve—demand line, in fact—
faced by the individual firms under perfect competition.

The price determination under perfect competition is illustrated 
in Fig. 4.1. As shown in Panel (a) of Fig. 4.1, market demand is 
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shown by the demand curve, DD’ and market supply curve by SS′. 
Demand and supply curves intersect at point E determining the market 
equilibrium. At the equilibrium point E, market price is determined at  
OP = EQ and market size at total demand and supply at OQ.

Fig. 4.1 Determination of Market Price and Demand for Individual Firms

The analysis of market equilibrium provides the basis for deriving 
demand curve for individual firms. Once market price is determined, the 
price is determined for all individual firms. Individual firms have no power 
to change the price. The firms have the only option to sell their product at 
the given price. At market price OP, the firms can sell any quantity of their 
product. This condition implies that the demand curve for an individual 
firm is given by a straight line as shown by line PD in Panel (b) of  
Fig. 4.1. The line PD represents firm’s demand line, P = MR line, i.e., 
price (P) is equal to marginal revenue (MR). The same demand line will be 
used to show how firms determine their equilibrium output, i.e., the profit 
maximizing output.

4.3.2  Output Determination in Short Run: Short-run Equilibrium 
of the Firm

In the preceding section, we discussed the determination of price under perfect 
competition. Once market price is determined, the firms are left with option 
to find the output that can maximize their profit. In this section, we proceed 
to discuss how firms determine their profit-maximizing output, i.e., how they 
find their equilibrium given the market and cost conditions. In the long-run, 
however, market and cost conditions tend to change. Therefore, firm’s decision 
on output determinations is analyzed under (i) short-run conditions, and (ii) 
long-run conditions. In this section, firm’s short-run equilibrium is discussed 
under short-run conditions. Firm’s equilibrium under long-run conditions 
will be discussed in the next section.

Short-run Equilibrium. A short-run is, by definition, a period in which 
firm’s cost curves are given; price of the product is given; and the number of 
firms is also given. The determination of the short-run equilibrium of the firm 
is illustrated in Fig. 4.2. Market price determination in short-run is shown 
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in Panel (a) and firm’s equilibrium in Panel (b). Given the original demand 
and supply curves as DD and SS, respectively, market price is determined at 
the point of intersection of demand and supply curves at point E. At market 
equilibrium point E, market price is determined at OP1 = EQ.

Fig. 4.2 Pricing under Perfect Competition in the Short-run

Given the price EQ (= OP1), an individual firm can produce and sell any 
quantity at this price. But any quantity will not yield maximum profit. Given 
their cost curves, the firms are required to adjust their output to the price EQ 
so that they maximize their profit.

The process of firm’s output determination and its equilibrium are shown 
in Fig. 4.2(b). Profit is maximum at the level of output where MR = MC. Since 
price is fixed at EQ, firm’s AR = EQ. If AR is constant, MR = AR. The firm’s 
MR is shown by AR = MR line. Firm’s upward sloping MC curve intersects  
AR = MR at point E. At point E, MR = MC. Point E is, therefore, the firm’s 
equilibrium point. An ordinate drawn from point E to the output axis, as 
shown by the line EM, determines the profit-maxmizing output at OM. At 
this output the firm’s MR = MC. This satisfies the necessary condition for 
profit maximization. The total maximum profit has been shown by the area 
P1TNE in Fig. 4.2(b). 

The total profit is calculated as 
Profit = (AR – AC) Q. 
In Fig. 4.2(b), AR = EM; AC = NM; and Q = OM. 
Substituting these values into the profit equation, we get Profit = (EM 

– NM) OM. 
Since EM – NM = EN, Profit = EN × OM = P1TNE. This is the maximum 

supernormal profit, given the price and cost curves, in the short run.
Firms may make losses in the short-run While firms may make 

supernormal profit, there may be conditions under which firms make losses 
in the short-run. For instance, suppose demand curve DD shifts downward 
for some reason to DD′, as shown in Fig. 4.2(a). As a result, market price 
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till firms reach a new equilibrium at point E. At equilibrium point E, firm’s 
AR = MR = MC. But,  as Fig. 4.2(b) shows, AR < AC. Therefore, the firms 
incur a loss. But, since in the short-run, it may not be desirable to close down 
the production, the firms try to minimize their loss, by adjusting their output 
downward to OM where it covers only its MC, i.e., EM. The firms survive 
in the short-run so long as they cover their MC, especially the variable cost 
of labour.

It may thus be concluded that, in a perfectly competitive market, a firm 
may make supernormal profit, normal profit or losses as well, in the short 
run depending on market conditions.

4.3.3 Determination of Output in Long Run

In the preceding section, we have discussed the short-run equilibrium of the 
firm, i.e., output determination by an individual firm in short run under perfect 
competition. We proceed now to discuss firm’s equilibrium in long run. By 
definition, long run is a period in which (i) firm’s cost and revenue curves 
are subject to change, (ii) firms can increase their scale of production by 
increasing their capital and output, (iii) existing firms can exit and new firms 
can enter the industry, and (iv) market conditions can change with change in 
market demand and supply conditions. Besides, production technology may 
change affecting the demand for labour and capital. In this section, we will 
analyse the determination of long-run equilibrium of the firm under perfect 
competition.

Equilibrium of the Firm

As noted above, market conditions change in the long run. The determination 
of long-run equilibrium of the firm is illustrated graphically in Fig. 4.3. To 
analyse the long-run equilibrium of the firm, let us begin by looking at short-
run equilibrium of the firm. Suppose (i) short-run market price is given at OP1 
and firm’s demand line as AR = MR, and (ii) firm’s short-run average and 
marginal cost curves are given as SAC1 and SMC1, respectively as shown in 
Panel (a) of Fig. 4.3. Given the firm’s cost and revenue curves, firm’s short-
run equilibrium is determined at point E1 in panel (b) of Fig. 4.3 and firm’s 
short-run equilibrium output is OQ1. At this output, the firm makes abnormal 
profit equal to E1M = E1Q1 – MQ1, which is the same as AR – AC per unit. 
Abnormal profit brings about three major changes in market conditions.

First, abnormal profit motivates firms to increase the scale of their 
production. As a result, they gain from economies of scale and their 
cost curves shift downward as shown by SAC2 and SMC2. Consequently, 
firm’s long-run cost curves, LAC and LMC, tend to decline as shown in  
Fig. 4.3(b).
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Second, attracted by abnormal profit new firms enter the industry. 
Consequently, market supply of the product increases as shown by the shift 
in supply curve from SS1 to SS2 in Fig. 4.3(a).

Third, as a result of the first two changes, the price of the product 
decreases from E1N1 to E2N2 or from OP1 to OP2, as shown in Fig. 4.3(a).

Fig. 4.3 Long-run Equilibrium of the Firm and Industry

Given the new market price, OP2, firms attain their equilibrium in 
the long run at point E2 where AR = MR = LMC = LAC = SMC = SAC as 
shown in Fig. 4.3(b). As the figure shows, the firms of industry reach their 
equilibrium in the long run where both short- and long-run equilibrium 
conditions are satisfied simultaneously. In a perfectly competitive market, the 
cost and revenue conditions are given for the firms by the market conditions. 
Therefore, when price goes down to OP2, what firms are required to do is 
to adjust their output to the given revenue and cost conditions in order to 
maximize their profit. Through this process of adjustment for output, the 
firms reach the equilibrium in the long run at point E2 in Panel (b). Point E2 
is the point of equilibrium for all the firms in the long run.

In case market price falls below OP2, say, to OP3, all the firms make 
losses. This brings in a reverse process of adjustment. While some firms 
quit the industry, some firms cut down the size of the firm. As a result, 
total supply decreases, demand remaining the same. Consequently, price 
tends to rise. This process of output adjustment continues until industry 
reaches back to its equilibrium at point E2, where LAC is tangent to P = 
AR = MR for each firm in the industry. At point E2, the point of equilibrium,  
P = MR = LMC = LAC = SMC = SAC. Since P = LAC, the firms make only 
normal profits in the long run. If firms deviate from point E2, due to some 
short-run disturbances, the market forces will restore the equilibrium.
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The term pure monopoly means an absolute power of a firm to produce and 
sell a product that has no close substitute. In other words, a monopolized 
market is one in which there is only one seller of a product having no close 
substitute. The cross elasticity of demand for a monopoly product is either 
zero or negative. A monopolized industry is a single-firm industry. Firm 
and industry are identical in a monopoly setting. In a monopolized industry, 
equilibrium of the monopoly firm signifies the equilibrium of the industry.

However, the precise definition of monopoly has been a matter of 
opinion and purpose. For instance, in the opinion of Joel Deal, a noted 
authority on managerial economics, a monopoly market is one in which 
‘a product of lasting distinctiveness is sold. The monopolized product has 
distinct physical properties recognized by its buyers and the distinctiveness 
lasts over many years.’ Such a definition is of practical importance if one 
recognizes the fact that most of the commodities have their substitutes varying 
in degree and it is entirely for the consumers/users to distinguish between 
them and to accept or reject a commodity as a substitute. Another concept 
of pure monopoly has been offered by E.H. Chamberlin who envisages 
monopoly as the control of all goods and services by the monopolist. But 
such a monopoly has hardly ever existed, hence his definition is questionable. 
In the opinion of some authors, any firm facing a sloping demand curve is 
a monopolist. This definition, however, includes all kinds of firms except 
those under perfect competition. For our purpose here, we use the general 
definition of pure monopoly, i.e., a firm that produces and sells a commodity 
which has no close substitute.

4.4.1 Monopoly Pricing and Output Decision: Short-Run Analysis

As under perfect competition, the theory of pricing and output determination 
under monopoly is based on profit maximization hypothesis, given the revenue 
and cost conditions. Although cost conditions, i.e., AC and MC curves, in a 
competitive and monopoly market are generally identical, revenue conditions, 
i.e., AR and MR curves, are different under monopoly. Unlike a competitive 
firm, a monopoly firm faces a downward sloping demand curve. The reason is 
a monopolist has the option and power to reduce the price and sell more and 
to raise the price and sell less. Therefore, given the price-demand relationship, 
demand curve under monopoly is a typical downward sloping demand curve.

In case of a demand curve is sloping downward, marginal revenue (MR) 
curve lies below the AR curve and, technically, the slope of the MR curve is 
twice that of AR curve. 

The short-run revenue and cost conditions faced by a monopoly firm 
are presented in Fig. 4.4. Firm’s average and marginal revenue curves are 
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shown by the AR and MR curves, respectively, and its short-run average and 
marginal cost curves are shown by SAC and SMC curves, respectively. The 
price and output decision rule for profit maximizing monopoly is the same 
as for a firm in the competitive industry. 

Fig. 4.4 Price Determination under Monopoly: Short-run

As noted earlier, profit is maximized at the level of output at which 
MC = MR. Given the profit maximization condition, a profit maximizing 
monopoly firm chooses a price-output combination at which MR = SMC. 
Given the monopoly firm’s cost and revenue curves in Fig. 4.4, its MR 
and SMC intersect at point N. An ordinate drawn from point N to X-axis, 
determines the profit maximizing output at OQ. The ordinate NQ extended to 
the demand curve (AR = D) gives the profit maximizing price PQ. It means 
that given the demand curve, the output OQ can be sold per time unit at only 
one price, i.e., PQ (= OP1). Thus, the determination of equilibrium output 
simultaneously determines the equilibrium price for the monopoly firm. Once 
price is fixed, the unit and total profits are also simultaneously determined. 
Hence, the monopoly firm is in a state of equilibrium.

At output OQ and price PQ, the monopoly firm maximizes its unit 
and total profits. Its per unit monopoly or economic profit (i.e., AR – SAC) 
equals PQ – MQ = PM. Its total profit, p = OQ × PM. Since OQ = P2M, 
p = P2M × PM = area P1PMP2 as shown by the shaded rectangle. Since 
cost and revenue conditions are not expected to change in the short-run, the 
equilibrium of the monopoly firm will remain stable.

Determination of Monopoly Price and Output: Algebraic Solution

The determination of price and output by a monopoly firm in the short-run 
is illustrated above graphically (see Fig. 4.4). Here, we present an algebraic 
solution to the problem of determination of equilibrium price and output 
under monopoly.
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Suppose demand and total cost functions for a monopoly firm are 
given as follows.

 Demand function : Q = 100 – 0.2 P …(4.1.1)
 Price function  : P = 500 – 5Q  ...(4.1.2)
 Cost function  : TC = 50 + 20Q + Q2  ...(4.2)
Given the demand and cost functions, the problem before the monopoly 

firm is to find the profit maximizing output and price. The problem can be 
solved as follows.

We know that profit is maximum at output at which MR = MC. So the 
first step is to find MR and MC from the demand function and cost function, 
respectively. We have noted earlier that MR and MC are the first derivation 
of TR and TC functions, respectively. TC function is given, but TR function 
is not. So, let us find TR function first. We know that

TR = P.Q
Since P = 500 – 5Q, by substitution, we get

TR = (500 – 5Q) Q
 TR = 500Q – 5Q2 ...(4.3)

Given the TR function (4.3), MR can be obtained by differentiating 
the TR function.

MR = 
1 1 1
2 2 4

  =    = 500 – 10Q

Likewise, MC can be obtained by differentiating the TC function (4.2).

MC = 
1 1 31
2 4 8

 − =    = 20 + 2Q

Now that MR and MC function are known, profit maximizing output 
can be easily obtained. Recall that profit is maximum where MR = MC. As 
given above,
 MR = 500 – 10Q
and  MC = 20 + 2Q

By equalizing the MR and MC functions, we get profit maximizing 
output (Q) as follows.
 MR = MC
 500 – 10Q = 20 + 2Q
 480 = 12Q
 Q = 40

The output Q = 40 is the profit maximizing output.
Now profit maximizing price can be obtained by substituting 40 for Q 

in the price function (4.1.2). Thus, P = 500 – 5 (40) = 300. Profit maximizing 
price is `300.
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Given the TR and TC functions, the total profit (p) can be obtained as 
follows.

p = TR – TC
By substitution, we get
 p = 500Q – 5Q2 – (50 + 20Q + Q2)

   = 500Q – 5Q2 – 50 – 20Q – Q2

By substituting profit maximizing output (40) for Q, we get
 p = 500(40) – 5(40)(40) – 50 – 20(40) – (40 × 

40)
    = 20,000 – 8,000 – 50 – 800 – 1600 = 9,550

Thus, total maximum profit comes to `9,550.

Does a Monopoly Firm Always Earn Abnormal Profit?

There is no certainty that a monopoly firm will always earn an economic or 
abnormal profit. Whether a monopoly firm earns abnormal profit or normal 
profit or incurs loss depends on
 (i) its cost and revenue conditions;
 (ii) threat from potential competitors; and
 (iii) government policy in respect of monopoly.

If a monopoly firm operates at the level of output where MR = MC, its 
profit depends on the relative levels of AR and AC. Given the level of output, 
there are three possibilities.
 (i) if AR > AC, there is abnormal profit for the firm,
 (ii) if AR = AC, the firm earns only normal profit, and
 (iii) if AR < AC, though only a theoretical possibility, the firm makes losses.

4.4.2 Monopoly Pricing and Output Decision: Long-Run Analysis

The decision rules regarding optimal output and pricing in the long-run are 
the same as in the short-run. In the long-run, however, a monopolist gets an 
opportunity to expand the scale of its production with a view to enhancing 
its long-run profits. The expansion of the plant size may, however, be subject 
to such conditions as (a) size of the market, (b) expected economic profit, 
and (c) risk of inviting legal restrictions. Let us assume, for the time being, 
that none of these conditions limits the expansion of a monopoly firm and 
discuss the price and output determination in the long-run.

The equilibrium of monopoly firm and its price and output determination 
in the long-run is shown in Fig. 4.5. The AR and MR curves show the market 
demand and marginal revenue conditions faced by the monopoly firm. The 



NOTES

Self-Instructional
Material  79

Pricing-Output Decisions 
and Pricing Policies

LAC and LMC show the long-run cost conditions. It can be seen in Fig. 
4.5, that monopoly’s LMC and MR intersect at point P determining profit 
maximizing output at OQ2. Given the AR curve, the price at which the total 
output OQ2 can be sold is P2Q2. Thus, in the long-run, equilibrium output 
will be OQ2 and price P2Q2. This output-price combination maximizes 
monopolist’s long-run profit. The total long-run monopoly profit is shown 
by the rectangle LMSP2.

Comparison of Short-run and Long-run Equlibrium

It can be seen in Fig 4.5 that compared to short-run equilibrium, the 
monopolist produces a larger output and charges a lower price and makes 
a larger monopoly profit in the long-run. In the short-run, monopoly’s 
equilbirium is determined at point A, the point at which SMC1 intersects the 
MR curve. Thus, monopoly’s short-run equilibrium output is OQ1 which is 
less than long-run output OQ2. But the short-run equilibrium price P1Q1 is 
higher than the long-run equilibrium price P2Q2. The total short-run monopoly 
profit is shown by the rectangle JP1TK which is much smaller than the total 
long-run profit LP2SM. This, however, is not necessary: it all depends on the 
short-run and long-run cost and revenue conditions.

Fig. 4.5 Equilibrium of Monopoly in the Long-run

It may be noted at the end that if there are barriers to entry, the monopoly 
firm may not reach the optimal scale of production (OQ2) in the long-run, 
nor can it make full utilization of its existing capacity. The firm’s decision 
regarding plant expansion and full utilization of its capacity depends solely 
on the market conditions. 

Price Discrimination Under Monopoly

The theory of price determination under monopoly, as discussed above, gives 
the impression that under monopoly only one price is fixed and the same 
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price is charged from all consumers of the product. This is, however, not the 
general case. Monopoly firms have been found to charge different prices 
from different class of consumers. This is called price discrimination. Price 
discrimination means selling the same or slightly differentiated product to 
different sections of consumers at different prices, not commensurate with 
the cost of differentiation. Consumers are discriminated on the basis of 
their income or purchasing power, geographical location, age, sex, colour, 
marital status, quantity purchased, time of purchase, etc. There is another 
kind of price discrimination. The same price is charged from the consumers 
of different areas while cost of production in two different plants located in 
different areas is not the same.

4.5 IMPERFECT COMPETITION: DUOPOLY

Augustin Cournot, a French economist, was the first to develop a formal 
oligopoly model in 1838 in the form of a duopoly model. Cournot developed 
his model with the example of two firms, each owning a well of mineral water 
and water being produced at zero cost. To illustrate his model, Cournot made 
the following assumptions.
 (a) There are two firms, each owning an artesian mineral water well;
 (b) Both the firms operate their wells at zero cost;
 (c) Both of them face a demand curve with constant negative slope;
 (d) Each seller acts on the assumption that his competitor will not react 

to his decision to change his output and price. This is Cournot’s 
behavioural assumption.
On the basis of this model, Cournot has concluded that each seller 

ultimately supplies one-third of the market and both the firms charge the 
same price. And, one-third of the market remains unsupplied.

Cournot’s duopoly model is illustrated in Fig. 4.6. The demand curve 
for mineral water is given by the AR curve and their MR by the MR curve. 
To begin with, let us suppose that firm A is the only seller of mineral water 
in the market. By assumption, its MC = 0. Following the profit maximizing 
rule, it sells quantity OQ where its MC = 0 = MR, at price OP2. Its total profit 
is OP2PQ. This is the maximum profit seller A can make given the demand 
curve.
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Fig. 4.6 Price and Output Determination under Duopoly: Cournot’s Model

Now let another firm B enter the market. The market open to B is the 
market unsupplied by A. This market equals QM which is half of the total 
market. That is, B can sell its product in the remaining half of the market. 
B assumes that A will not change its price and output because A is making 
maximum profit. In other words, B assumes that A will continue to sell OQ 
at prices OP2. Thus, the market available to firm B is QM and the relevant 
part of the demand curve is PM. The MR curve corresponding to B’s demand 
curve PM is given by PN. B’s MR curve, PN, it bisects QM at point N where 
QN = NM. In order to maximize its revenue, B sells QN at price OP1 = P′N. 
Its total revenue is maximum at QRP′N which equals its total profit. Note 
that B supplies only QN = (1/2)/2 = 1/4 of the market.

With the entry of firm B, price falls to OP1. Price falls becuase A’s 
customers will switch over to firm B. Therefore, firm A is forced to reduce 
its price. Faced with this situation, firm A adjusts its price and output to 
the changed conditions. Firm A assumes that firm B will not change its 
output QN and price OP1 as it is making maximum profit. Accordingly, 
firm A assumes that firm B will continue to supply QN = 1/4 of the 
market. Thus, firm A assumes that it has 3/4 (= 1 – 1/4) of the market 
available to it. To maximize its profit, firm A supplies 1/2 of the remaining  
3/4 of the market, i.e., 1/2 × 3/4 = 3/8 of the market. It is noteworthy that A’s 
market share has fallen from 1/2 to 3/8.

Now it is firm B’s turn to react. Following Cournot’s assumption, firm 
B assumes that firm A will continue to supply only 3/8 of the market and the 
rest of the market is open to him, which equals 1 – 3/8 = 5/8. To maximize 
his profit under the new conditions, firm B supplies half of the remaining 
market, i.e., firm firm B supplies 1/2 × 5/8 = 5/16 of the market. It is now for 
firm A to reappraise the situation and adjust his price and output accordingly.

This process of action and reaction continues in successive periods. In 
the process, firm A continues to lose his market share and firm B continues 
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to gain. Eventually, a situation is reached when their market shares equal 
1/3 each. Any further attempt to adjust output produces the same result. The 
firms, therefore, reach their equilibrium position where each one supplies 
one-third of the market and both charge the same price and one-third of the 
market remains unsupplied.

The actions and reactions and equilibrium of the firms A and B, 
according to Cournot’s model, are presented in Table 4.1.

Cournot’s equilibrium solution is stable. For, given the action and 
reaction, it is not possible for any of the two sellers to increase their market 
share beyond one-third of the market as shown in the last row of the table.

Table 4.1 Determination of Market Share

 Period Frim A’s Market share Firm B’s Market share

 I 1 1(1)
2 2

=  1 1 1
2 2 4

  =  
 

 II 
1 1 31
2 4 8

 − =    
1 3 51
2 8 16

 − =    

 III 1 5 111
2 16 32

 − =  
 1 11 211

2 32 64
 − =  

 

 IV 1 21 431
2 64 128

 − =  
 

1 43 851
2 128 256

 − =  

         

 N 
1 1 11
2 3 3

 − =    
1 1 11
2 3 3

 − =  

Note: In the calculation of market share, number 1 represents the total market.

4.6 PRICING POLICIES

We have discussed the conventional theories of price determination under 
the conditions of different market structures, under the postulate that firms’ 
objective is to maximize profit. The alternative theories of firm offered by 
the next generation of economists have built their theories assuming different 
objectives of firms. A section of economists has built game theory and have 
shown its application to business decision-making. As noted in previous 
chapters, all these theories and strategic models have their own deficiencies 
and problems in application because of increasing complexity of the business 
world. The other economists have recognized the complexity of business 
world and have explained how firms formulate their strategic pricing policy 
and determine the price of their product.
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4.6.1 Types and Factors Affecting Pricing Policies

Cost-plus pricing is also known as ‘mark-up pricing’, ‘average cost pricing’ 
and ‘full cost pricing’. The cost-plus pricing is the most common method 
of pricing used by the manufacturing firms. The general practice under this 
method is to add a ‘fair’ percentage of profit margin to the average variable 
cost (AVC). The formula for setting the price is given as
   P = AVC + AVC (m) …(4.4) 
where AVC = average variable cost, and m = mark-up percentage, and AVC 
(m) = gross profit margin (GPM). 

The mark-up percentage (m) is fixed so as to cover average fixed cost 
(AFC) and a net profit margin (NPM). Thus,
   AVC (m) = AFC + NPM  …(4.5)

The general procedure followed by the firms for arriving at AVC and 
price fixation may be summarized as follows.

The first step in price fixation is to estimate the average variable cost. 
For this, the firm has to ascertain the volume of its output for a given period 
of time, usually one accounting or fiscal year. To ascertain the output, the 
firm uses figures of its ‘planned’ or ‘budgeted’ output or takes into account its 
normal level of production. If the firm is in a position to compute its optimum 
level of output or the capacity output, the same is used as standard output in 
computing the average cost. 

The next step is to compute the total variable cost (TVC) of the 
‘standard output.’ The TVC includes direct cost, i.e., the cost of labour and 
raw material, and other variable costs e.g., electricity and transportation cost, 
etc. These costs added together give the total variable cost. The ‘Average 
Variable Cost’ (AVC) is then obtained by dividing the total variable cost 
(TVC) by the ‘standard output’ (Q), i.e.,

AVC = 
1 1(1)
2 2

=

After AVC is obtained, a ‘mark-up’ in the form of some percentage of 
AVC is added to it as profit margin and the price is fixed. While determining 
the mark-up, firms always take into account ‘what the market will bear’ and 
the degree of competition in the market.

4.6.2 Mark-up Pricing and Marginalist Rule Compared

The mark-up or average-cost pricing method appears to be a ‘rule of thumb’ 
totally different from the marginalist rule of pricing. Fritz Machlup has, 
however, shown that mark-up pricing is not incompatible with the marginalist 
rule of pricing. Rather, it is very much compatible with marginalist rule of 
pricing. According to Machlup, when we look into the logic of mark-up 
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pricing, it appears quite similar to the marginalist rule of pricing. Let us now 
compare the two rules of pricing.

Recall that, according to the marginalist rule, profit is maximum at 
the level of output where MC = MR and that the mark-up pricing method 
is given by
     P = AVC + AVC (m)
or P = AVC (1 + m) …(4.6)

Let us now see how Machlup has proved that the mark-up pricing 
ultimately converges with the marginalist rule of pricing, at least under 
constant cost conditions.

Recall that profit is maximum at the level of output at which
    MC = MR …(4.7)

and, as shown earlier, MR = 
1 1 1
2 2 4

  =     

or MR = 
1 1 31
2 4 8

 − =    …(4.8)

where e is price elasticity of demand.
By substituting Eq. (4.8) in Eq. (4.7), we may restate the necessary 

condition of profit maximization as

 MC = 
1 3 51
2 8 16

 − =    …(4.9)

If MC is constant, MC = AVC. By substituting AVC for MC, Eq. (4.9) 
may be rewritten  as,

 AVC = 
1 5 111
2 16 32

 − =    …(4.10)

By rearranging the terms in Eq. (20.7), we get

 P = 
1 11 211
2 32 64

 − =  

 P = 
1 21 431
2 64 128

 − =    …(4.11)

Now, consider Eq. (4.9). If MC > 0, then 
1 43 851
2 128 256

 − =    must be 
greater than 0 For 



 to be greater than 0, e must be greater than 1. This implies 

that profit can be maximized only when e > 1. The logic of this conclusion 
can be provided as follows.
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Given the Eq. (4.8) and Eq. (4.9), if e = 1, MR = 0, and if e < 1, MR 
< 0, it means that if MR < 0 and MC > 0, or in other words, when MR π 
MC, then the rule of profit maximization breaks down. Thus, profit can be 
maximized only if e > 1, and MC > 0.

Now if e > 1, then the term e/(e – 1) will always be greater than 1. Let 
e be greater than 1 by an amount, say m. Then 

 
1 1 11
2 3 3

 − =    = (1 + m) …(4.12)

By substituting term (1 + m) from Eq. (20.9) for e/(e – 1) in Eq. (4.11), 
we get
    P = AVC (1 + m) …(4.13)
where m denotes the mark-up rate. 

Note that Eq. (4.13) is exactly the same as Eq. (4.6). This means that 
the mark-up rule of pricing converges with the marginalist rule of pricing. 
In other words, it is proved that the mark-up pricing method leads to the 
marginalist rule of pricing. However, m in Eqs. (4.6) and in (4.12) need not 
be the same.

4.6.3 Limitations of Mark-up Pricing Rule 

The cost-plus pricing has certain limitations, which should be borne in mind 
while using this method for price determination.

First, cost-plus pricing assumes that a firm’s resources are optimally 
allocated and the standard cost of production is comparable with the average 
cost of the industry. In reality, however, resources may not be optimally 
allocated. The cost estimates based on these assumptions may be an 
overestimate or an underestimate. Under these conditions, pricing may not 
be commensurate with the objective of the firm. 

Secondly, in cost-plus pricing, generally, historical cost rather than 
current cost data are used. This may lead to under-pricing under increasing 
cost conditions and to over-pricing under decreasing cost conditions, which 
may go against the firm’s objective.

Thirdly, if variable cost fluctuates frequently and significantly, cost-
plus pricing may not be an appropriate method of pricing on regular basis, 
as it may necessitate frequent change in price.

Finally, it is also alleged that cost-plus pricing ignores the demand 
side of the market and is solely based on supply conditions. This is, however, 
not true, because the firm determines the mark-up on the basis of ‘what the 
market can bear’ and it does take into account the elasticity aspect of the 
demand for the product, as shown above. 
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4.6.4 Multiple Product Pricing

Most microeconomic models of price determination are based on the 
assumption that a firm produces a single, homogeneous product. In actual 
practice, however, production of a single homogeneous product by a firm 
is an exception rather than a rule. Almost all firms have more than one 
product in their line of production. Even the most specialized firms produce a 
commodity in multiple models, styles and sizes, each so much differentiated 
from the other that every model or size of the product may be considered a 
different product. For example, the various models of refrigerators, TV sets, 
cell phones, computers and car models etc. produced by the same company 
may be treated as different products for at least pricing purpose. The various 
models are so differentiated that consumers view them as different products 
and, in some cases, as close substitutes for each other. It is for this reason 
that each model or product has different AR and MR curves and that one 
product of the firm competes against the other product. The pricing under 
these conditions is known as multi-product pricing or product-line pricing.

The major problem in pricing multiple products is that each product 
has a separate demand curve. But, since all the products are produced under 
one establishment by interchangeable production facilities, they have only 
one joint and one inseparable marginal cost curve (MC). That is, while 
revenue curves, AR and MR, are separate for each product, cost curves, AC 
and MC, are inseparable. Therefore, the marginal rule of pricing cannot 
be applied straightaway to fix the price of each product separately. The 
problem, however, has been provided with a solution by E.W. Clemens. The 
solution is similar to the technique employed to illustrate third degree price 
discrimination under profit maximization assumption. As a discriminating 
monopoly tries to maximize its revenue in all its markets, so does a multi-
product firm in respect of each of its products.

To illustrate the multiple product pricing, let us suppose that a firm has 
four different products—A, B, C and D in its line of production. The AR and 
MR curves for the four branded products are shown in four segments of Fig. 
4.7. The marginal cost for all the products taken together is shown by the curve 
MC, which is the factory marginal cost curve. Let us suppose that when the 
MRs for the individual products are horizontally summed up, the aggregate 
MR (not given in the figure) passes through point E on the MC curve. If a line 
parallel to the X-axis, is drawn from point E to the Y-axis through the MRs, 
the intersecting points will show the points where MC and MRs are equal 
for each product, as shown by the line EMR, the Equal Marginal Revenue 
line. The points of intersection between EMR and MRs determine the output 
level and price for each product. The output of the four products are given 
as OQa of product A; QaQb of B; QbQc of C; and QcQd of D. The respective 
prices for the four products are: PaQa for product A; PbQb for B; PcQc for C, 
and PdQd for D. These price and output combinations maximize the profit 
from each product and hence the overall profit of the firm. 
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Fig. 4.7 Multi-Product Pricing

4.6.5 Pricing in the Life-cycle of a Product

The life-cycle of a product is generally divided into five stages: (i) Introduction 
or initial stage, (ii) Growth, (iii) Maturity, (iv) Saturation, and (v) Decline. 
Fig. 4.8 presents the five stages of a product’s life-cycle through a curve 
showing the behaviour of the total sales over the life cycle. The introduction 
phase is the period taken to introduce the product to the market. The total 
sale during this period is limited to the quantity put on the market for trial 
with considerable advertisement. The sales during this period remain almost 
constant. Growth is the stage, after a successful trial, during which the product 
gains popularity among the consumers and sales increase at an increasing 
rate as a result of cumulative effect of advertisement over the initial stage. 
Maturity is the stage in which sales continue to increase but at a lower rate 
and the total sale eventually becomes constant. During the saturation period 
the total sale saturates—there is no considerable increase or decrease in the 
sales. After the saturation stage, comes the stage of decline in which total 
sales begin to decline for such reasons as (i) increase in the availability of 
substitutes, and (ii) the loss of distinctiveness of the product.

Fig. 4.8 Life-Cycle of a Product
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The pricing strategy varies from stage to stage over the life-cycle of 
a product, depending on the market conditions. From the pricing strategy 
point of view, growth and maturity stages may be treated likewise. We have 
first discussed the pricing of a product in its initial stage as pricing of a new 
product and then the pricing method in the ‘maturity’ and ‘decline’ stage.

4.6.6 Pricing a New Product

A new product may be either a new brand name added to the existing ones 
or an altogether new product. Pricing a new brand for which there are many 
substitutes available in the market is not as big a problem as pricing a new 
product for which close substitutes are not available. For, in case of the 
new brand, market provides adequate information regarding cost, demand, 
and availability of market, etc. Pricing in this case depends on the nature 
of the market. However, problems arise in pricing a new product without 
close substitutes because, for lack of information, there is some degree of 
uncertainty.

Thus, pricing policy in respect of a new product depends on whether 
or not close substitutes are available. Depending on whether or not close 
substitutes are available, generally two kinds of pricing strategies are 
suggested in pricing a new product, viz., (i) skimming price policy, and (ii) 
penetration price policy.
(i) Skimming price policy: The skimming price policy is adopted where 
close substitutes of a new product are not available. This pricing strategy is 
intended to skim the cream off the market, i.e., consumer’s surplus, by setting 
a high initial price, three or four times the ex-factory price, and a subsequent 
lowering of prices in a series of reduction, especially in case of consumer 
durables. The initial high price would generally be accompanied by heavy 
sales promoting expenditure. This policy succeeds for the following reasons.

First, in the initial stage of the introduction of the product, demand is 
relatively inelastic because of consumers’ desire for distinctiveness by the 
consumption of a new product.

Second, cross-elasticity is usually very low for lack of a close substitute.
Third, step-by-step price-cuts help skimming consumers’ surplus 

available at the lower segments of demand curve.
Fourth, high initial prices are helpful in recovering the development 

costs.
The post-skimming strategy includes the decisions regarding the time 

and size of price reduction. The appropriate occasion for price reduction 
is the time of saturation of the total sales or when strong competition is 
apprehended. As regards the rate of price reduction, when the product is 
on its way to losing its distinctiveness, the price-cut has to be appropriately 
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larger. But, if the product has retained its exclusiveness, a series of small and 
gradual price reductions would be more appropriate.

(ii) Penetration price policy: In contrast to skimming price policy, 
the penetration price policy involves a reverse strategy. This pricing policy 
is adopted generally in the case of new products for which substitutes are 
available. This policy requires fixing a lower initial price designed to penetrate 
the market as quickly as possible and is intended to maximize the profits 
in the long-run. Therefore, the firms pursuing the penetration price policy 
set a low price of the product in the initial stage. As the product catches the 
market, price is gradually raised up. The success of penetration price policy 
requires the existence of the following conditions.

First, the short-run demand for the product should have an elasticity 
greater than unity. It helps in capturing the market at lower prices.

Secondly, economies of large-scale production should be available to 
the firm with the increase in sales. Otherwise, increase in production would 
result in increase in costs which might reduce the competitiveness of the price.

Thirdly, the potential market for the product ought to be fairly large 
and have a good deal of future prospects.

Fourthly, the product should have a high cross-elasticity in relation to 
rival products for the initial lower price to be effective.

Finally, the product, by nature should be such that it can be easily 
accepted and adopted by the consumers.

The choice between the two strategic price policies depends on (i) the 
rate of market growth; (ii) the rate of erosion of distinctiveness; and (iii) the 
cost-structure of the producers. If the rate of market growth is slow for such 
reasons as lack of information, slow growth of purchasing power, consumers’ 
hesitation, etc., penetration price policy would be unsuitable. The reason is a 
low price will not mean a large sale. If the pioneer product is likely to lose its 
distinctiveness at a faster rate, skimming price policy would be unsuitable. 
Penetration pricing policy has to be followed when lead time, i.e., the period 
of distinctiveness, is fairly long. If cost-structure shows a decreasing trend 
over time, penetration price policy would be more suitable, since it enables 
the producer to reduce his cost and prevents potential competitors from 
entering the market in the short-run.

4.6.7 Pricing in Maturity Period

Maturity period is the second stage in the life-cycle of a product. It is a 
stage between the growth period and decline period of sales. Sometimes 
maturity period is bracketed with saturation period. Maturity period may 
also be defined as the period of decline in the growth rate of sales (not the 
total sales). It can be defined for all practical purposes as the period of zero 
growth rate. The concept of maturity period is useful to the extent it gives 
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out signals for taking precaution with regard to pricing policy. However, the 
concept itself does not provide guidelines for the pricing policy. Joel Dean 
suggests that the “first step for the manufacturer whose speciality is about 
to slip into the commodity category is to reduce real … prices as soon as 
the system of deterioration appears.” But he warns that “this does not mean 
that the manufacturer should declare open price war in the industry”. He 
should rather move in the direction of “product improvement and market 
segmentation”.

4.6.8 Pricing a Product in Decline

The product in decline is one that enters the post-maturity stage. During this 
stage, the total sale of the product starts declining. The first step in pricing 
strategy at this stage is obviously to reduce the price with the objective of 
retaining sales at some minimum level. The product should be reformulated 
and remodelled to suit the consumers’ preferences. It is a common practice 
in the book trade. When the sale of a hard-bound edition reaches saturation, 
paper-back edition is brought into the market. This facility is, however, limited 
to only a few commodities. As a final step in the strategy, the advertisement 
expenditure may be reduced drastically or withdrawn completely, and the 
residual market may be relied on. This, however, requires a strong will of 
the producer to retian the low market share.

4.6.9 Pricing in Relation to Established Products 

Many producers enter the market often with a new brand of a commodity for 
which several substitutes are available. For example, cold drinks like Coke 
and Spot were quite popular in the market during 1980s when new brands 
like Limca, Thums Up, Double Seven, Mirinda, Pepsi, Teem, Campa, etc., 
were introduced in the market over time. Many other models of motor cars 
appeared in the market despite the popularity of Maruti cars. So has been 
the case with many consumer goods. Besides, a new entrant to the market 
faces the problem of pricing its product because of strong competition with 
established products. This problem of pricing of a new brand is known as 
pricing in relation to the established products.

Generally, the following three types of pricing strategies are adopted 
in pricing a product in relation to its well established substitutes.
 (i) Pricing below the ongoing price,
 (ii) Pricing at par with the prevailing market price, and
 (iii) Pricing above the existing market price.

Let us now see which of these strategies are adopted under what 
conditions.
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Pricing Below the Market Price

Pricing below the prevailing market price of the substitutes is generally 
preferred under two conditions. First, if a firm wants to expand its product-
mix by adding a new product to its line of production with the objective 
of utilizing its unused capacity. Also, when the firm expects to face tough 
competition with the established brands, the strategy of pricing below the 
market price is generally adopted. This strategy gives the new brand an 
opportunity to gain popularity and establish itself. For the success of this 
pricing method, however, a high cross-elasticity of demand between the 
substitute brands is necessary. This strategy may, however, not work if existing 
brands have earned a strong brand loyalty of the consumers. If so, the price 
incentive from the new producers must, therefore, overweigh the brand loyalty 
of the consumers of the established products, and must also be high enough 
to attract new consumers. This strategy is similar to the penetrating pricing. 
Second, this technique of pricing has been found to be more successful in the 
case of innovative products. When the innovative product gains popularity, 
the price may be gradually raised to the level of market price.

Pricing at  Market Price

Pricing at par with the market price of the existing brands is considered to 
be the most reasonable pricing strategy for a product which is being sold in 
a strongly competitive market. In such a market, keeping the price below 
the market price is not of much avail because the product can be sold in any 
quantity at the existing market rate. This strategy is also adopted when the 
seller is not a ‘price leader’. It is rather a ‘price-taker’ in an oligopolistic 
market. This is, in fact, a very common pricing strategy, rather the most 
common practice.

Pricing Above the Prevailing Market Price

Sometimes some firms price their product above the on-going or prevailing 
market price of the competitive products. This strategy is adopted when 
a seller intends to achieve a prestigious position among the sellers in the 
locality. This is a more common practice in case of products considered to be 
a commodity of conspicuous consumption or a prestigious good or deemed 
to be a product of much superior quality. Consumers of such goods prefer 
shopping in shopping malls of a posh locality of the city. This is known as the 
‘Veblen Effect’. Sellers of such goods rely on their customers’ high propensity 
to consume a prestigious commodity. After the seller achieves the distinction 
of selling high quality goods, though at a high price, they may sell even the 
ordinary goods at a price much higher than the market price. This practice 
is common among the sellers of readymade garments.

Besides, a firm may set a high price for its product if it pursues the 
‘skimming price strategy’. This pricing strategy is more suitable for innovative 
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products especially when the firm is sure of the distinctiveness of its product. 
The demand for the commodity must have a low cross-elasticity in respect 
of competing goods.

Transfer Pricing

Large size firms often divide their production process into different product 
divisions or their subsidiaries. Also, growing firms add new divisions or 
departments to the existing ones. The firms then transfer some of their 
production activities to other divisions. The goods and services produced 
by the new divisions are used by the parent organization. In other words, 
the parent division buys the product of its subsidiaries. Such firms face the 
problem of determining an appropriate price for the product transferred from 
one division or subsidiary to the parent body. This problem becomes much 
more difficult when each division has a separate profit function to maximize. 
Pricing of intra-firm ‘transfer product’ is referred to as ‘transfer pricing’. 
One of the most systematic treatments of the transfer pricing technique has 
been provided by Hirshleifer. We will discuss here briefly his technique of 
transfer pricing.

To begin with, let us suppose that a refrigerator company established 
a decade ago used to produce and sell refrigerators fitted with compressors 
bought from a compressor manufacturing company. Now the refrigerator 
company decides to set up its own subsidiary to manufacture compressors. 
Now the problem for the company is how to price the product of its subsidiary 
under the following conditions.
 (i) Both parent and subsidiary companies have their own profit functions 

to maximize, and
 (ii) The refrigerator company has the option of using all the compressors 

produced by its subsidiary and/or to sell the compressors in a 
competitive market and its demand is given by a straight horizontal 
line.
Given these condition of the model, transfer pricing is discussed under 

two conditions.
 (i) The parent company uses the entire output of its subsidiary and there 

is no external market for the compressors, and
 (ii) There does exist a competitive market for the compressor and 

refrigerator company sells also in the open market. 
Let us begin our analysis of transfer pricing model by assuming that 

there is no external market for the compressors. We will later drop this 
assumption and assume that there is an external market for the compressors 
and discuss the technique of transfer pricing under both the alternative 
conditions.
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4.6.10 International Price Discrimination: Dumping

Price discrimination has already been discussed in case of price determination 
under monopoly. Price discrimination is practiced also in international trade 
by some countries. In this section, we discuss the method of international 
price discrimination called dumping.

What is Dumping?

Dumping is a practice of exporting goods at a price lower than the domestic 
price. In other words, when a country exports its product to other countries 
at a price lower than its domestic price, it is called dumping. Also, when a 
monopolist or a monopolistically competitive firm sells its product in the 
foreign market at a price lower than the price it charges in the domestic market, 
it is called dumping. Dumping amounts to international price discrimination 
or, more precisely, price discrimination between the domestic market and 
the foreign markets. There is nothing bad or unethical about dumping—it is 
a common practice in an imperfectly competitive business world.
 • The seller of a product has some monopolistic control over the domestic 

market.
 • The product price in the foreign markets is higher because of high cost 

of production.
 • The demand for foreign goods is more price elastic than the demand 

for domestic goods.
 • Domestic and foreign markets are separated by distance and high cost 

of transportation so that reverse export to the domestic market is not 
possible.

Check Your Progress

 1. Define the term ‘price discrimination.’
 2. Mention the stages of the life-cycle of a product.

4.7 ANSWERS TO CHECK YOUR PROGRESS 
QUESTIONS

 1. Price discrimination means selling the same or slightly differentiated 
product to different sections of consumers at different prices, not 
commensurate with the cost of differentiation.

 2. The life-cycle of a product is generally divided into five stages: (i) 
Introduction or initial stage, (ii) Growth, (iii) Maturity, (iv) Saturation, 
and (v) Decline.
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4.8 SUMMARY

 • Under perfect competition, a large number of firms compete against 
each other for selling their product. Therefore, the degree of competition 
under perfect competition is close to one, i.e., the market is highly 
competitive.

 • When the number of firms is few, the market takes the form of an 
oligopoly. Under oligopoly, the degree of competition is quite low, 
lower than that under monopolistic competition.

 • In case of a monopoly, the degree of competition is close to nil. An 
uncontrolled monopoly firm has full freedom to determine the price 
of its product. A monopoly, in the true sense of the term, is free to fix 
any price for its product, of course, under certain constraints, viz., (i) 
the objective of the firm, and (ii) demand conditions.

 • A short-run is, by definition, a period in which firm’s cost curves are 
given; price of the product is given; and the number of firms is also 
given.

 • By definition, long run is a period in which (i) firm’s cost and revenue 
curves are subject to change, (ii) firms can increase their scale of 
production by increasing their capital and output, (iii) existing firms can 
exit and new firms can enter the industry, and (iv) market conditions 
can change with change in market demand and supply conditions.

 • The term pure monopoly means an absolute power of a firm to produce 
and sell a product that has no close substitute. In other words, a 
monopolized market is one in which there is only one seller of a product 
having no close substitute.

 • As under perfect competition, the theory of pricing and output 
determination under monopoly is based on profit maximization 
hypothesis, given the revenue and cost conditions.

 • Price discrimination means selling the same or slightly differentiated 
product to different sections of consumers at different prices, not 
commensurate with the cost of differentiation.

 • Augustin Cournot,a French economist, was the first to develop a formal 
oligopoly model in 1838 in the form of a duopoly model. Cournot 
developed his model with the example of two firms, each owning a 
well of mineral water and water being produced at zero cost.

 • Cost-plus pricing is also known as ‘mark-up pricing’, ‘average cost 
pricing’ and ‘full cost pricing’. The cost-plus pricing is the most 
common method of pricing used by the manufacturing firms.
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 • The mark-up or average-cost pricing method appears to be a ‘rule of 
thumb’ totally different from the marginalist rule of pricing.

 • Most microeconomic models of price determination are based on the 
assumption that a firm produces a single, homogeneous product. In 
actual practice, however, production of a single homogeneous product 
by a firm is an exception rather than a rule.

 • Depending on whether or not close substitutes are available, generally 
two kinds of pricing strategies are suggested in pricing a new product, 
viz., (i) skimming price policy, and (ii) penetration price policy.

 • Dumping is a practice of exporting goods at a price lower than the 
domestic price. In other words, when a country exports its product 
to other countries at a price lower than its domestic price, it is called 
dumping.

4.9 KEY WORDS

 • Perfect competition: It may be defined as a kind of market in which 
there are a large number of buyers and sellers each one buying and 
selling a homogeneous product and no buyer or seller has control over 
the price of the product.

 • Pure monopoly: It means an absolute power of a firm to produce and 
sell a product that has no close substitute.

4.10 SELF ASSESSMENT QUESTIONS AND 
EXERCISES

Short-Answer Questions

 1. Briefly mention Cournot’s duopoly model.
 2. Write short notes on the following:
  (a) Skimming price policy (b) Penetration price policy
 3. Write a short note on dumping.

Long-Answer Questions

 1. Analyse the determination of long-run equilibrium of the firm under 
perfect competition.

 2. Graphically illustrate the determination of price and output by a 
monopoly firm in the short-run.

 3. Discuss the various pricing policies which assist in taking decisions 
in the complex business scenario.
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5.0 INTRODUCTION

In the preceding units, you studied how the concept of managerial economics 
covered the various areas of economic growth which attempt to explain the 
relationship between the national output and growth factors, and specifically 
the conditions under which an economy would steadily grow on the 
equilibrium path. This unit, will introduce you to the concept of national 
income and its basic concepts, monetary and fiscal policy, subject matter 
of public finance covering the state government, central government and 
local bodies, and finally, the causes of industrial sickness and the remedial 
measures for the same.

5.1 OBJECTIVES

After going through this unit, you will be able to:
 • Analyse the significance of business cycles
 • Define national income
 • List the basic concepts of national income
 • Discuss the subject matter of public finance
 • Identify the causes of industrial sickness and the remedies for the same
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5.2 BUSINESS CYCLES

A business cycle is a cycle of fluctuations in the gross domestic product 
(GDP) around its long term national growth rate. The economic history 
of various economies is, in fact, a history of ups and downs, booms and 
slumps, prosperity and depression. Briefly speaking, business cycles have 
characterized the free enterprise industrial world over the past one and a half 
century. Although, the Great Depression of 1930s has not repeated itself even 
after a period of 65 years, the global recession of 2007–10 is considered to 
be the second worst economic recession of the global economy.

The global inflation and world economic recession of the 1980s and 
the second worst economic recession of 2007–10 give a clear warning 
against any complacency towards the dangers of economic fluctuations. 
The corrective measures adopted by the government to control economic 
fluctua tions may prove inadequate and inefficient when destabilizing forces 
are deep-rooted. To quote E. Burns, “... men who wish to serve democracy 
faithfully must recognize that the roots of business cycles go deep in the 
economic organization, that the ability of government to control depressions 
adequately is not yet assured, that our power of forecasting is limited and 
true foresight requires policies for coping with numerous contingencies.”

Business cycles, i.e., repeated phases of economic booms and  slumps 
are essentially a perpetual feature of the economic environment of a country. 
Business cycles influence business prospects tremendously and set the 
trend for future business. The period of prosperity opens up new and larger 
oppor tunities for investment, employment and production, and thereby 
promotes business. On the contrary, the period of depression reduces business 
opportunities. A profit maxi mizing entrepreneur must, therefore, analyze 
and take in view the economic environ ment of the period prior to making 
decisions, particularly those pertaining to forward planning.

5.2.1 National Income

National income can be defined as the sum of money value of all final goods 
and services produced in a country over a period of one year. Some terms 
used in the definition of national income need to be clarified. The term ‘money 
value’ means the value estimated at the current price of the goods and services. 
As regards the term ‘final goods and services’, productive activities create 
many goods and services. While some goods and services are final, some are 
used again in the process of production, and some take the form of capital. 
In all cases, while measuring national income only final goods and services 
are taken into account. 

National income can be defined also as the sum of all factors incomes. 
Factors of production, viz., land, labour, capital and entrepreneurship, are 
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factor incomes in the form of rent, wages, interest and profit. These factor 
incomes constitute the national income of a country. The sum of all these 
factor-incomes gives the estimate of national income. 

Some Basic Concepts  

Measuring national income is an extremely complex and complicated task 
as it involves both conceptual and practical problems. Therefore, before we 
discuss the methods of estimating national income, it is useful to understand 
the concepts used in estimating national income. In this section, we take the 
view of some concepts used in estimation of national income. 
 1. Gross Domestic Product (GDP): Gross domestic product (GDP) is 

the measure of the total market value of all final goods and services 
produced in the domestic economy during a period of one year plus 
income earned by the foreigners in the country minus income earned 
by countrymen from abroad. 

 2. Gross National Product (GNP): GNP is the measure of the total 
market value of all final goods and services produced in the domestic 
economy during a period of one year plus incomes earned abroad by 
the citizens minus income earned by the foreigners in the country.

 3. Economic and Non-economic Products: In estimating national 
income only economic products are included. Goods and services that 
are produced to be sold at market price and goods and services that are 
produced by the government and public organizations are treated as 
economic products.  Thus, economic products include both marketable 
and non-marketable goods. And, non-economic products include 
services rendered to self, to family, to relations and to neighbours. 
Non-economic products are not included in national income.        

 4. Intermediate and Final Products: Products (goods and services) 
that are used in the process of further production are considered to 
be intermediate product and products that are consumed by the final 
consumers are considered to be final products. The same product may be 
an intermediate or a final product. For examples, when wheat produced 
by farmers are consumed by themselves, it is treated as final good, but 
when it is sold to bread companies, it is treated as intermediate product. 
Likewise, when services provided by the government, e.g., transport, 
telephonic, postal, railway services, etc. are used by the consumers, they 
are treated as final goods and when used in the process of production, 
then these services are treated as intermediate goods. In estimating 
national income, only final products are taken into account.     

 5. Transfer Payments: Payments made by the people to other people, 
organizations or to the government without any equal transfer in return 
are treated as transfer payment. For example, gifts paid to relatives 
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and friends, donations given to social organization, and taxes paid to 
government authorities, etc., are transfer payments. Such payments 
are not taken into account in national income estimates.

National Income as Money Flow

We have defined national income from the angle of product flows. The same 
can be defined in terms of money flows. While economic activities generate 
flow of goods and services, on the one hand, they generate money flows, on 
the other, in the form of factor payments—wages, interest, rent, profits, and 
earnings of self-employed. Thus, national income may also be estimated 
by adding the factor earnings and adjusting the sum for indirect taxes and 
subsidies. The national income thus obtained is known as national income 
at factor cost. It is related to money income flows.

The concept of national income refers to the income of the society 
as a whole. It differs fundamentally from the concept of private income. 
Conceptually, national income refers to the money value of the entire 
volume of final goods and services resulting from all economic activities 
of the country. This is not true of private income. Also from the calculation 
point of view, there are certain receipts of money or of services and goods 
that are not ordinarily included in private incomes but are included in the 
national incomes, and vice versa. National income includes, for example, 
employer’s contribution to the social security and welfare funds for the 
benefit of employees, profits of public enterprises and services of owner 
occupied houses. But it excludes the interest on warloans, social security 
benefits and pensions. These items are, however, included in the private 
incomes. The national income is, therefore, not merely an aggregation of 
the private incomes.

5.2.2 Fiscal Policy

The ‘fiscal policy’ refers to the government policy of changing its taxation and 
public expenditure programmes intended to achieve certain predetermined 
objectives. Taxation is a meas ure of transferring funds from the private purses 
to the public coffers; it amounts to withdrawal of funds from the private 
use. Public expenditure, on the other hand, increases the flow of funds in 
the economy. Taxation reduces private disposable income and, thereby, the 
private expenditure. The public expenditure, on the other hand, increases 
private incomes and, thereby, the pri vate expenditure. Since tax-revenue 
and public expenditure form the two sides of the government budget, the 
taxation and public expenditure policies are also jointly called budgetary 
poli cy or fiscal policy.

Fiscal or budgetary policy is regarded as a powerful instru ment of 
economic stabilization. The importance of fiscal policy as an instrument of 
economic stabilization rests on the fact that government activities in modern 
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account for a consid erable proportion of GNP, ranging from 10 to 25 per cent. 
Therefore, the government may affect the private economic activities to the 
same extent through variations in taxation and public expendi ture. Besides, 
fiscal policy is considered by some economists to be more effective than 
monetary policy because the former directly affects the private decisions 
while the latter does so indirectly. If fiscal policy of the government is so 
formulated that it generates additional purchasing power during depression 
and it contracts purchasing power during the period of expansion, it is known 
as ‘counter-cyclical fiscal policy’.

Counter-Cyclical Fiscal Policy

The counter-cyclical fiscal policy is based on the relation of public expenditure 
and taxes to the national income, the GNP. The relationship between public 
expenditure and GNP and between tax and GNP may be expressed in the 
form of the following propo sitions.

Public Expenditure and GNP: An increase in public expenditure raises 
the level of GNP. The size of increase in the GNP as a result of additional 
public expenditure is determined by the multiplier. Public expenditure in 
the form of purchase of goods and services increases business incomes and 
household incomes—wage, interest, rent and business profit—which in 
turn increases government’s tax revenue. Marginal propensity to consume 
being greater than zero, households spend a part of additional income on 
consumption, and so do the people who earn additional income due to 
additional consumption expenditure by the households at the first instance. 
The process continues and GNP increases at the rate of multipli er.

Taxation and GNP: Direct taxes without an equivalent public 
expenditure have adverse effect on GNP. Direct taxes have, therefore, a 
deflationary impact on the economy. Increase in taxation either due to 
increase in the rates of existing taxes or due to imposition of new taxes, 
reduces GNP. The size of decrease in GNP as a result of increase in taxation 
depends on the tax-multiplier. The multiplier in case of taxation works in 
the reverse direction. For, taxation reduces disposable income and hence 
consumption expenditure cumulatively. It should be noted here that the 
negative multiplier will not be as high as in case of public expenditure 
because the payment of taxes at the first instance does not reduce GNP as 
it is only a transfer of income. Reverse multiplier or tax-multiplier will be 
one less than public-expenditure multiplier, even if mpc is same in both the 
cases. The implication of the expenditure multiplier being higher by one than 
tax-multiplier is that expenditure effect of a certain amount would more than 
neutralize the effect of taxation of an equal amount.
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5.2.3 Monetary Policy

Monetary policy refers to the central bank’s programme of changing monetary 
variables, viz., total demand for and supply of money, inter est rates and credit 
rationing, to achieve certain predetermined objectives. One of the primary 
objectives of monetary policy is to prevent inflation and to achieve economic 
stability. The following are the traditional monetary instruments through 
which a central bank carries out the monetary policies.
 (i) Open market operations,
 (ii) Changes in bank rate (or discount rate),
 (iii) Changes in the statutory reserve ratios, and
 (iv) Selective credit controls and Moral suasion.

All these instruments when operated by the central bank reduce (or 
enhance) directly and indirectly the credit creation capacity of the commercial 
banks and thereby reduce (or increase) the flow of funds from the banks to 
the public. The pattern of use and working of these instruments is described 
here briefly.
 1. Open Market Operations: Open market operation by the central bank 

refers to the sale and purchase of government bonds, treasury  bills 
etc., to and from the public. The open market operation is carried out 
through scheduled commercial banks. During the period of expansion, 
the central bank sells the government bonds and securities to the public. 
The sale of securities reduces their price on the one hand, and results 
in withdrawal of money from the public, on the other. To the extent 
the government securities are purchased through the trans fer of bank 
deposits to the central bank account, it reduces the credit creation 
capacity of the commercial banks. Open market operation works 
successfully only if (a) govern ment securities are popular, (b) people 
have a good deal of banking habit and (c) banking system is fairly 
developed. Under these conditions, the sale of public bonds results 
in monetary contraction. During the period of depression, the central 
bank buys the government secu rities. Its impact on money supply with 
the public is just opposite to the impact of the sale of securities.

 2. The Bank Rate or Rediscount Rate: Bank rate is the rate at which the 
central bank discounts banks ‘first class’ bills of exchange or grants 
short-term loans to banks. When the objective is to control inflation, the 
central bank raises the bank rate. A rise in the bank rate increases the 
cost of borrowing from the central bank. Following the increase in bank 
rate, commercial banks raise their own discount rates for the public. 
The increase in cost of borrowing discourages public borrowings 
from the commercial banks. Thus, the flow of money towards the 
private economy is re strained. But this method is effective only when 
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during depres sion, the bank rate is lowered with a view to facilitating 
and encouraging private borrowing, which leads to monetary expansion 
and works against the forces of depression. Monetary expansion pushes 
the aggregate demand up and, thereby, helps economic recovery. Bank 
rate is the most widely used method. The RBI used the interest rates 
directly to control inflation in India during April-May 2007. Now bank 
rate has been replaced by ‘Repo Rate’ (Repurchase operation rate). 
Repo rate is defined as the rate at which central banks (RBI in India) 
lend money to commercial bank as a short-term fund. Against repo 
rate, there is ‘reverse repo rate,’ the rate at which commercial banks 
deposit their surplus finds with the central bank. The RBI now uses 
the repo rate very frequently to control.

 3. The Statutory Reserve Ratio (SRR): When the central bank wants to 
reduce the credit creation capacity of the commercial banks, it increases 
the ratio of their demand and time deposits to be held as reserve with the 
central bank, and vice versa. Therefore, an anti-inflationary monetary 
policy requires increas ing the liquidity ratios, and anti-deflationary 
policy requires lowering the liquidity ratios. When the central bank 
changes the SRR, the deposits which form the basis of credit creation 
are affected and it affects the capacity of banks to create credit.

   Of the three instruments of monetary control, the open market 
operation is considered to be the most effective weapon available to the 
central bank, specially in the less developed countries having under-
developed money markets. The open market operation is flexible and 
easily adjustable to the changing conditions. The other two instruments 
are effective only when (i) commercial banks do not possess excess 
cash reserves and (ii) in case of bank rate, borrowers are not highly 
optimistic about future business prospects.

 4. Selective Credit Controls and Moral Suasion. In addition to the 
instruments discussed above, central banks often use various selective 
credit control measures and moral suasion. The selective credit controls 
are intended to control the credit flows to particular sectors without 
affecting the total credit, and also to change the composition of credit 
from an undesirable to a desirable pattern. Moral suasion is a persuasive 
method to convince the commercial banks to carry out their business 
in accordance with the demand of the time and in the interest of the 
nation.

5.3 PUBLIC FINANCE

The distinction between public and private goods and the concept of the 
public sector lead us to look into the subject matter of public finance. Quite 
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obviously, public finance is related to the financing of State activities, and 
can be narrowly defined as a subject, which discusses financial operations 
of the fisc (or public treasury). Earlier writers on the subject tended to define 
public finance in such a narrow manner, though this is no longer the case now.

Boundaries of the subject of public finance have undergone repeated 
revisions in line with developments in State activities and its economic 
philosophy. Accordingly, with the passage of time, the boundaries of public 
finance have been extended to cover ever-widening areas. In early days 
of capitalism it was widely believed that private sector was always more 
efficient than the public one. It, therefore, provided a theoretical justification 
for laissez-faire. By implication, almost all economic decisions were to be 
guided by the “invisible hand” of unregulated market mechanism. The role 
of the government was not to interfere with the working of the market forces, 
but to limit its own activities to the barest minimum necessary.

One, it was to protect the society against internal disruption, and ensure 
an effective prevalence of law and order. For this, the State was to maintain 
itself and was to create the needed administrative, judicial and police set-ups.      

Two, the society was to be protected against any foreign aggression 
that might take place. The State was to maintain armed forces to meet this 
objective.

Three, where private sector found itself unable to create and run social 
overheads (or infrastructural facilities) for reasons of their commercial non-
viability and were otherwise essential for efficient working of the economy, 
the State was to step in and assume the responsibility of creation and 
maintenance of such social overheads. The argument for stepping in of the 
State was not that the public sector was more efficient than the private one. 
The basic argument was that in the absence of public sector, the economy 
would remain deprived of essential social overheads. In their case, the social 
marginal benefit usually far exceeds their social marginal cost. It, therefore, 
pays the society to expand social overheads. Their private marginal benefit, 
however, is much less compared with their private marginal cost. And as a 
result, the private sector is not ready to develop them. The State is accordingly 
expected to finance social overheads out of its own funds and run them, if 
need be, at a commercial loss.

It must be noted that the State, according to the laissez-faire philosophy, 
was considered as something extraneous to the economy which was more 
or less equated with its private sector only. By implication, the public sector 
was meant to supplement private sector and not replace it. It was believed 
that a planned economy was a pre-requisite even for ensuring accelerated 
growth rates of capital formation and economic growth.

Since activities of the State were to be tolerated only as a necessary evil 
and were to be reduced to the minimum necessary scale, the real question was 
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private sectors and to deal with the financial and allied problems that went 
with them, but rather to analyze the way the treasury should operate so as to 
pose minimum possible hurdles in the working of market mechanism. With 
this philosophy in background, the theory of public finance was obviously 
assigned a limited field. It was mainly considered a description of the way 
in which operations of the treasury interfere with the working of the private 
sector of the economy and the way in which such interference could be 
minimized. Taylor, for example, says: “Public finance deals with the finances 
of the public as an organized group under the institution of government. It 
thus deals only with the finances of the government. The finances of the 
government include the raising and disbursement of government funds. Public 
finance is concerned with the operation of the fisc, or public treasury. Hence, 
to the degree that it is a science, it is the fiscal science; its policies are fiscal 
policies, its problems are fiscal problems.” Similarly, Carl C. Plehm says 
that the term public finance “has come, by accepted usage, to be confined to 
a study of funds raised by governments to meet the costs of government.” 

But the above-said stand is outdated. Growing complexities of a modern 
economy has thrown up a plethora of new issues and problems and a modern 
government is no longer expected to be a mute spectator of what is going on. 
It is expected to actively participate in the socio-economic evolution of the 
society, aim at maximization of aggregate social welfare, protect the economy 
and society from all possible ill-effects, and use all available fiscal and non-
fiscal policy measures and weapons to this end. These days, the fact and need 
of interaction and interdependence between state and private sectors is duly 
recognized and therefore, in a modern economy, public sector is assigned a 
significant role, both in theory and in practice. This has meant a corresponding 
widening of the scope of public finance including, for example, measures for 
social security, checking trade cycles, reducing unemployment, improving 
distributive justice, helping capital accumulation and economic growth, and 
removing regional disparities, etc. Many governments also resort to formal 
planning and an extensive use of the public sector. In line with this new 
approach we, therefore, come across much wider definitions of public finance. 
Musgrave, for example, says: “The complex of problems that centre around 
the revenue expenditure process of government is referred to traditionally as 
Public finance ... While operations of the public household involve money 
flows of receipt and expenditure, the basic problems are not issues of finance 
(emphasis supplied) ... we must think of our task as an investigation ... into 
those aspects of economic policy that arise in the operation of the public 
budget”.Thus, the subject matter of public finance is logically, though not 
solely, concerned with the financial aspects of the business of government. 
Similarly, Buchanan say, “The government, considered as a unit, may be 
defined as the subject of the study of public finance. More specifically, public 
finance studies the economic activity of government as a unit.”
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The subject matter of public finance thus deals with not only the  
way in which  public treasury operates, it also deals with the repercussions 
of alternative policies which the treasury might adopt and accordingly 
deals with questions covering choice of these policies and operations. 
Musgrave and Musgrave recommend an approach in which the state is 
viewed as manager of a public household. Such a public household has 
certain objectives which can be grouped into categories of: (i) allocation 
of resources; (ii) adjustments in the distribution of income and wealth; and  
(iii) stabilization of prices and employment followed by coordination 
of budgetary functions. We may add that the objectives covering capital 
formation and economic growth and the like should also be added to this 
list. In any case, a detailed study of public finance brings in various aspects 
connected with the formulation and execution of budgetary policies such 
as the effects of taxation. Relevant conclusions in the theory of public 
finance can be drawn by bringing in the detailed discussion of not only the 
way in which public household should itself operate (such as, in the field of 
public sector undertakings) but also the way in which private sector would 
react to alternative fiscal measures. Such fiscal measures would include, for 
example, those of taxation, expenditure and public debt. Accordingly, it may 
be emphasized that Musgrave’s approach, though very useful in focusing our 
attention upon basic objectives of the public household and normative aspects 
of its working, cannot help us much unless we are equipped with detailed 
knowledge of various components of fiscal policy and operations of the State 
and unless our analysis takes into account the relevant institutional factors.   

A country is said to have a federal structure if its government is a multi-
tiered (also termed multi-level or multi-layered) one, that is, its government 
exists at two or more layers. In other words, it has a government with a 
territorial jurisdiction over the entire country (variously known as the Union, 
Central, Federal, or National Government), and one or more layers of sub-
national governments. Each sub-national layer comprises parallel governments 
with their respectively demarcated territorial jurisdictions. Governments at 
sub-national levels are variously known as state governments, regional 
governments, local governments and so on. The functional jurisdiction of 
sub-national governments at a given layer is significantly similar, but need 
not be identical to each other. In such a federal structure, inter-governmental 
relations have several components of which the component covering its 
financial dimensions is the subject matter of fiscal federalism.   
To elaborate: The field of federal finance (or fiscal federalism) comprises,
 (i) inter-governmental (both inter-tier and across every sub-national tier) 

allocation of subjects (functions) having financial implications,
 (ii)  inter-governmental (both inter-tier and across every sub-national 

tier) allocation of subjects (functions) of financial receipts and 
disbursements, and
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financial relations including sharing and transfers of tax and non-tax 
receipts, grants, loans  and other forms of disbursements, etc. 
For reasons of simplicity of presentation, it is conventional to consider 

the financial issues of a federal set up with only two layers of government, 
namely, the national and a sub-national, the latter layer generally referred to 
as the state-level governments.

5.4 GOVERNMENT INSTITUTIONS 

The Budget of the Government of India is a statement of its estimated 
financial receipts and disbursements for a given forthcoming period of time 
(normally one year) and is called its ‘Annual Financial Statement’. These 
receipts and disbursements are categorized into three parts (that is, sets of 
accounts), namely,
 (i) Consolidated Fund of India,
 (ii) Contingency Fund of India, and
 (iii) Public Account of India.

 All tax and non-tax receipts, recoveries of loans, and other receipts 
which belong to it (that is, which are owned by it and, therefore, do not create 
corresponding repayment liabilities) are credited to the Consolidated Fund. 
In addition, all loans raised on the security of Consolidated Fund (that is, 
which are to be paid out of it) are also credited to it. Disbursements from this 
Fund (except those ‘charged’ upon it) can be made only under authorisation 
from Parliament. The Contingency Fund, on the other hand, is an imprest 
amount placed at the disposal of the President to meet urgent and unforeseen 
expenditure pending authorisation by Parliament. In the same way, there 
are several transactions which enter into Government accounts in respect of 
which the government acts (in its opinion) as a banker (such as transactions 
relating to provident funds, small saving collections, and other deposits etc.). 
All receipts and payments of this type are recorded in the Public Account 
of India. No Parliamentary authorisation is needed for payments from the 
Public Account.

5.4.1 Central Government

1. Revenue and Capital Accounts

The Concepts. Article 112(2) of our Constitution requires that the expenditure 
part of the GOI budget must meet the following two requirements. (Note that 
no such restriction has been imposed for the receipts part of the Budget.)

First, the sums required to meet expenditure which, according to the 
Constitutional provisions, is ‘charged’ upon the Consolidated Fund of India 



Business Cycles

NOTES

 Self-Instructional 
108 Material

(that is, such Constitutionally committed expenditure for which specific 
sanction by Parliament is not required) are to be shown separately from rest 
of the expenditure sums. There are seven entries which describe the ‘charged’ 
expenditure items.  

Second, the Constitution says that the Budget “shall distinguish 
expenditure on revenue account from other expenditure”, that is, expenditure 
is to be classified into ‘expenditure on revenue account’ and ‘expenditure 
on capital account’. In this context, the following facts are specifically 
noteworthy.
 •	The Constitution does not provide any legal or other criteria as a basis 

for distinction between expenditure on revenue account and expenditure 
on capital account.

	 •	 The budgetary classification of GOI expenditure into revenue and 
capital categories is based upon a combination of prevalent conventions 
and administrative discretion. 

	 •	 The conceptual problem of this classification of receipts arises only 
in the case of borrowings and foreign grants, and not in the case of 
receipts from taxes, fees and fines, etc.

	 •	 To meet the above-said Constitutional obligation, both receipts and 
expenditure sides of GOI budget are split into ‘revenue account’ and 
‘capital account’ components.

	 •	 Further, our Constitution permits presentation of Budget in parts to 
the Parliament. Using this provision, Railway Budget is presented 
separately, though the net receipts from and expenditure on Indian 
Railways are included in the main budget as well.

Capital Account

Items representing receipts and disbursements which meet the  following 
criteria are classified under capital account, namely, those
 (i) which add to or subtract from Government’s financial claims and 

liabilities to third parties (such as deposits, collections of small savings 
and other forms of loans but not, say, grants);

 (ii) which result in variations in physical assets of the Government (that is, 
their acquisition, creation and disposal or additions, as also subtractions 
and alterations therein); and

 (iii) which result in variations in financial claims upon or liabilities to third 
parties.
It is clear that borrowing, lending, recovery and repayment of loans, 

as also remissions of loans belong to capital account of the budget. 
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The following items belong to the revenue account of the budget, namely, 
 (i) variations in financial balances created or owned by the Centre (such 

as through tax collections and their spending, receipts and payments 
of interest, dividends, profits, rents, fees and fines, grants, creation of 
currency, etc.),

 (ii) expenditure on upkeep and maintenance of physical assets and schemes, 
and

 (iii) cost of administration, police and judiciary, and the like.
Broadly speaking, that expenditure which does not result in creation 

of physical assets of the Centre or its financial claims upon others is treated 
as revenue expenditure. Grants given to state governments and other parties 
are also treated as revenue expenditure even when some of them may be 
meant for creation of assets by the recipients.

As regards defence expenditure, it can be argued that apart from current 
expenditure on salaries, rations and training etc. of the defence personnel, 
expenditure incurred on acquisition of defence equipment (including items 
like aeroplanes, tanks and ships etc.), should also be in the revenue account. 
These items are expected to be ‘consumed’ away, with at the most junk value 
left at the end. Expenditure on capital account is therefore only that portion 
of the total defence expenditure which is spent for acquisition of buildings 
and residential accommodation, etc.

Correspondingly, revenue receipts, while adding to its purchasing 
power, do not add to the financial claims upon the government. These receipts 
may be tax receipts, or non-tax receipts like interest receipts, grants, profits 
and dividends, etc.

It is noteworthy that the criteria narrated above are only general 
indicators. They are not precise enough to provide an objective, clear-cut and 
unambiguous basis for classification of every transaction into revenue and 
capital accounts of the budget. Consequently, the authorities tend to follow 
prevalent conventions till there is a compelling need for deviating therefrom.   

Comparative Size: Revenue receipts have always been a large 
component of the total receipts, but have shown an uneven variation. From 
four fifths of the total receipts in 1950–51, this component declined to around 
56% in the Third Plan, rose to 72% during 1997–02, and was budgeted at 
62.8% in 2012–13. In contrast, expenditure on revenue account registered 
a fall till the Third Plan and then with a secular increase was budgeted at as 
high as 89.2% in 2008–09 and 86.3% in 2012–13. Clearly this leaves very 
little scope for capital expenditure and developmental orientation of the GOI 
budget. 
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2. Growing Size

Post independence, the GOI budget has registered a continuous growth in 
its size. In recent years its growth rate has increased rather alarmingly. In an 
earlier chapter, a few forces were identified that tend to feed an inevitable 
uptrend in public expenditure. These forces are fully operative in our 
country as well. Administrative machinery of the government has recorded 
a disproportionate expansion coupled with deterioration in its efficiency. 
The authorities have followed a policy of uninterrupted expansion in their 
activities. It is noteworthy that inflationary price rise (to which government 
expenditure itself is an important contributory factor) is a high compelling 
force that pushes up both budgetary receipts and disbursements. Almost all 
taxes of GOI are based upon the monetary value of the tax base. In addition, 
the government is expanding and deepening its activities and thereby adding 
to its expenditure.     

Tables 5.1 and 5.2 highlight the growing size of GOI budget and its share 
in our economy. For the period under consideration (1950–51 to 2012–13), 
aggregate receipts of GOI (net of states’ share in taxes) increased from `511 
crore to `14,90,925 crore, that is by 2,918 times or at a p.a. compound rate 
which far exceeds the growth rate of our GDP at current market prices. The 
position with regard to aggregate expenditure is also more or less similar. Thus 
while total expenditure of GOI was only 5.14% of GDP at current market 
prices in 1950–51, in later years, its average level rose and started hovering 
between 15% and 20% of GDP. It was budgeted at around 14% of GDP in 
2011–12. In this respect, the following points are particularly noteworthy. 
 • The GOI has been persistently advised by several prominent economists 

that it must increase its Tax/GDP ratio so that it can increase its 
expenditure without generating inflationary pressures. This advice, 
however, is seldom accompanied with a recommendation for improving 
productivity of its administration and expenditure.

	 •	Inflationary forces generated by budgetary policies have also 
contributed to the growing size of the budget.

	 •	The authorities have also found several means for increasing their 
receiptsboth tax and non-tax. In recent years, receipts of service 
tax have registered a record growth rate and is expected to perform 
still better in the coming years both on account of upward revision of 
the tax rate and extended coverage to all services except those in the 
negative list. In addition, the authorities have repeatedly resorted to 
heavy borrowing to finance their expenditure.

	 •	It was expected that with the enactment of Fiscal Responsibility and 
Budget Management Act (2003), fiscal deficits of the Centre would 
be contained and substantially lowered, though the budget itself was 
expected to keep increasing in absolute size. In practice, however, 
achievement of FRBM targets have been missed by a wide margin.   
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GOI budgets are also noteworthy for their persistent deficit spending. This 
is so even though in India, official definition of a budgetary deficit is not 
the same as that of the fiscal deficit (though throughout the world, the two 
terms are taken to mean the same thing) In India, while fiscal deficit of the 
Centre is defined as [its total expenditure less its total revenue receipts = 
total borrowings], budgetary deficit is narrowly defined as the sum of only 
two items, namely,
 (i) borrowings from RBI through 91-day ad hoc treasury bills, and
 (ii) drawing down of cash balances.

The practice of borrowing through 91-day ad hoc treasury bills was 
abandoned in 1997–98 and with that the concept of budgetary deficit also 
became irrelevant. Currently its estimate, if any, is equivalent to only drawing 
down of cash balances over the budgetary period. It is, therefore, no longer one 
of the budgetary figures as proposed by the Centre and passed by Parliament, 
but only as a post-facto figure in the revised estimates or actual accounts.

Till the end of 1970s, the overall deficit (that is, gross fiscal deficit) was 
accompanied by a surplus on revenue account so that a part of current revenues 
was available for capital expenditure. Since the beginning of 1980s, however, 
each revenue account has also registered a persistent deficit which means 
that the Government is meeting a part of even its current expenditure through 
borrowing. This, by any reckoning, is a manifestation of gross financial 
imprudence. In contrast, a shift of revenue account from a surplus to a deficit 
was accompanied by a shift from deficit to surplus in capital account. This has 
rapidly added to the indebtedness of GOI with all its associated drawbacks. 

5.4.2 State Governments

Availability, in public domain, of information and data relating to state 
finances in India suffers from some serious limitations which militate 
against analytical quality of any coverage of this subject. In recent years, 
these problems and difficulties have multiplied due to several developments 
including the emergence of PPP mode of financing projects, and introduction 
of new mechanisms of implementation and new forms of resource transfers 
from the Centre to states and from states to local bodies. These limitations 
include, amongst others, the following:
 •	Several states inordinately delay putting out information and data.
	 •	 Several states do not reveal enough information relating to even 

important policy initiatives, etc. At the most, only hints regarding such 
policy initiatives are provided in the budget speeches.

	 •	 There are rampant inter-state variations in formats of data coverage, 
data classification, data presentation, and methodology of estimating 
key data categories.  
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	 •	 Budgets of several states are dotted with inconsistencies, such as, 
between GSDP data used to calculate key fiscal indicator ratios and 
GSDP estimates given in the budget documents. 

	 •	 Many states do not publish complete data on their outstanding liabilities, 
contingent liabilities and off-budget borrowings in their budget 
documentsat least in comparable and useable form.

	 •	 With all states, including West Bengal and Sikkim, having enacted 
FRBM legislation, some of the above-mentioned limitations may get 
weakened but are not likely to be eliminated. There is still insufficient 
transparency regarding the initiatives taken under FRBM Acts. 
Unfortunately, this problem is not attracting serious attention of the 
authorities. 

	 •	 Classification of expenditure into Plan and non-Plan categories 
poses its own problems. Over years, this distinction has made entire 
budgeting exercise highly complex. It also makes difficult to what we 
call ‘outcome budgeting’, that is, objectively assessing the productivity 
of public expenditure. The problem has become all the more serious 
because of the fact that, in recent years, greater attention has been paid 
to expenditure on ‘social objectives’. Outcomes of such expenditure 
categories are more ‘qualitative’ than ‘quantitative’ in nature.

	 •	 Substantial transfer of resources from states to Local Bodies has 
also brought up the need for a review of the classification of revenue 
expenditure and capital expenditure. 

	 •	 Analysts feel that classification of expenditure items into ‘developmental’ 
and ‘non-developmental’ categories needs a fresh look. 

	 •	 Similarly, transfer of resources from the Centre to states through 
various types of schemes and multiple modes of transfer do not fit 
in a pre-decided format and has created problems in obtaining a 
comprehensive overview of transfer to the states as also effective 
monitoring of expenditure. In addition, some funds are transferred 
directly to the implementing agencies and their accountability poses 
its own problems. For example, currently, apart from tax sharing 
and receiving a variety of grants covered by the recommendations 
of FC, states also receive from the Centre (a) Plan Loans, (b) 
Non-Plan loans, and (c) Grants for (i) State Plan Schemes,  
(ii) Central Plan Schemes, (iii) Centrally Sponsored Schemes, and (iv) 
NEC/Special Plan Schemes.

	 •	 In recent years, the growing usage of PPP route of financing various 
projects and schemes as also direct transfer of funds to implementing 
agencies has added to the data problems.    
Like the Centre, a state government is also under Constitutional 

obligation to split its expenditure budget into revenue and capital accounts. 
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classification of budgetary items, and states follow conventional practices 
supplemented with their own discretion. Ordinarily, capital account of 
the budget comprises those items which do not arise out of the general 
administrative activities of the state; instead, they are associated with its 
transactions of tangible and financial assets and liabilities (such as loans, 
investments, etc.). In contrast, revenue account contains those budgetary 
items which are of ‘regular’ and ‘routine’ nature. 

The figures given below pertain to the available data of state budgets 
(2011–12). And, though they are subject to year-to-year variation, they remain 
indicative of the comparative position of major segments of their budgetary 
receipts and disbursements. 

Revenue Account

I. Revenue Receipts

Revenue receipts of states are broadly divided into two parts, namely, ‘tax 
revenue’ and ‘non-tax revenue’ with their respective shares of around 70.5% 
and 29.5% in total revenue receipts. These two proportions have been 
reasonably stable since the First Plan period and have varied over narrow 
ranges only.  

Tax Revenue 

Tax revenue itself comprises two parts, namely, (a) receipts of taxes levied 
by the states themselves, termed ‘states’ Own Tax Revenue’ (around 68%), 
and (b) share in Central tax revenue, termed ‘Shared Taxes’ (around 32%), 
with a long-term slow downtrend in the former and an uptrend in the latter.
(a) Own Tax Revenue. States levy and collect a variety of taxes. The 
following facts are particularly noteworthy in this context.
 •	Adoption of GST by both states and Centre is likely to change the entire 

structure of indirect taxation. This would entail substantial revision of 
the description that follows.  

	 •	 For various reasons, states are hesitant in taxing agricultural incomes. 
Only seven states levy this tax on the corporate sector engaged in 
plantation and similar activities. Some of these collect nothing or 
next to nothing from this source. Total tax receipts from this source in  
2011–12 were budgeted at only `1.4 billion.  

	 •	 Items like ‘Tax on Professions’ carry certain Constitutional restrictions 
like a ceiling on tax liability of an assessee. This tax is comparatively 
more popular with less developed states. Around eighteen states were 
budgeted to collect `41.5 billion from this tax in 2011–12.

	 •	 A number of state taxes have low elasticity and buoyancy.
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	 •	 Several taxes not only hinder economic growth but are also highly 
unpopular with the taxpayers.

	 •	 From the viewpoint of revenue receipts, sales tax (now in the VAT 
format) occupies the topmost position, followed by ‘State Excise 
Duties’ and ‘Stamps and Registration’. 

	 •	 Other important revenue resources include ‘Motor Vehicles 
Tax’, ‘Electricity Duties’, ‘Taxes on Goods and Passengers’, and 
‘Entertainment Tax’, etc.
Leading Components. Sales tax contributes more than 62% of ‘States’ 

Own Tax Revenue’; and its share (as also its absolute amount) is expected to 
increase rapidly in the foreseeable future for a number of reasons, including 
reduction in tax evasion and phasing out of the Central Sales Tax.

Revenue from ‘Stamps and Registration’ is increasing for various 
reasons like growth of both financial and real sectors (more particularly 
the sector of urban properties), backed by inflationary price rise. This trend 
is indicative of an under-exploited but huge revenue potential. Experience 
shows that lowering of the stamp and registration duty rates cuts costs of legal 
transactions. It, therefore, encourages registration of a larger proportion of 
property and financial transactions and declaration of more realistic values 
thereof. A bye-product of this measure is an improvement in voluntary tax 
compliance and a reduction in tax evasion. Several states, having realized 
this fact, are lowering the duty rates.

Other important sources of state tax revenue include ‘State Excise 
Duties’ (about 13%), ‘Motor Vehicles Tax’ (around 5%), ‘State Electricity 
Duties’ (around 3%), and ‘Taxes on Goods and Passengers’ (around 2%). 
The bases of these taxes have an inherent tendency to widen with economic 
growth; and this also adds to their buoyancy. However, states are also saddled 
with some inelastic and non-buoyant taxes. Land taxes can be quoted as 
a classic example of this phenomenon; they not only hinder agricultural 
growth but generate political opposition as well. Similarly, it is noteworthy 
that ‘Taxes on Professions, Trades, Callings and Employment’, ‘octroi’ and 
similar other levies ought to be avoided because they hinder the development 
of an integrated country-wide market.  

As of now, a clear picture is not available regarding the revenue 
potential of the service tax. A Constitutional Amendment for the imposition 
of GST, which incorporates service tax and its sharing with the states, was 
introduced in Parliament in March 2011 and a clearer picture would emerge 
only after the introduction of GST. However, the projected receipts are bound 
to increase in the coming years.  

Direct taxes contribute only a small proportion of the States’ Own 
Tax Revenue. The explanation for this phenomenon lies in both their low 
yield potential and under-exploitation. Examples of such taxes include land 
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direct taxes (such as tax on urban immovable property) are mostly assigned 
by the states to the local bodies.  
(b) Share in Central Taxes. It should be recalled that till 1999–2000, net 
proceeds of only a few Central taxes were transferable to the states either in 
full or in part. In 1999–2000 the share of states in (net) proceeds of Central 
taxes amounted to around 28.5% of the total. Since 2000–01, the states started 
receiving a fixed proportion of the entire ‘divisible pool’ of Central tax revenue 
which is, however, subject to revision under recommendations of the FC. 

In addition, entire net proceeds of taxes levied under Article 269 of 
the Constitution have to be assigned to states. But, currently, the Centre is 
not levying any tax listed in this Article. In the past, the Centre did levy two 
taxes, namely, an estate duty and a tax on railway passenger fares. The latter 
was repealed in 1961 and the former in 1985–86.
 •	Till 80th Amendment of the Constitution, only income tax was 

compulsorily shared with states under Article 270 of the Constitution 
and contributed about 38.2% of the ‘shared’ tax revenue of states. Now 
it forms a part of the total divisible tax revenue of the Centre.

	 •	 Similarly, sharing of Union Excise Duties was permissible under Article 
272 of the Constitution. Over time, all basic Union Excise Duties came 
to be shared with states. Also, all Additional Duties of Excise in Lieu 
of Sales Tax were wholly assigned to them. Excise duties contributed 
around 62% of the ‘shared’ tax revenue of states.  Now excise duties 
also form a part of the divisible pool of Central tax revenue.

	 •	 Since 80th Amendment, net proceeds of all Union taxes, except those 
levied under Articles 268, 268A and 269 and cesses and surcharges, are 
shareable with the states and the latter get a fixed proportion thereof. 
In addition, they are entitled to collect and appropriate a part of tax on 
services as enacted by Parliament in this regard. However, with the 
adoption of GST, the states would start collecting a tax on services in 
their own right.     

Non-tax Revenue

Share of non-tax revenue in total revenue receipts of states is around 30%. It 
comprises grants from the Centre and their own non-tax revenue.
 (i) Grants from the Centre constitute over two-thirds of total non-tax 

revenue of states.
 (ii) States’ own non-tax revenue accounts for the remaining less than one-

third. Its main components include economic services, interest receipts, 
general services, social services and dividends and profits.
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II. Revenue Expenditure

Revenue expenditure is classified into three parts, namely, ‘Developmental 
Expenditure’, ‘Non-Developmental Expenditure’, and ‘Grants in aid and 
Contributions’ In 2011–12, their shares in total revenue expenditure were 
around 60.1%, 36.5%, and 2.5% respectively.

Capital Account

Meaning

Broadly speaking, capital account covers creation, acquisition and disposal 
of assets and their corresponding liabilities which are not on a continuous 
(that is, recurring or routine) basis. Expenditure on such heads is not charged 
to revenue account because it is basically meant for financing non-routine 
activities of the state.

Features

On account of the factors similar to those operating on the revenue side, 
capital accounts of state budgets have shown a rapid increase in size. The 
states are assuming, in an ever-increasing measure, the responsibility of 
socio-economic development of the country. In this context, there are some 
noteworthy facts.
 •	Capital budget has always been a smaller component of the total budget, 

its highest proportion being around 40% during the Second and Third 
Plan periods.

	 •	 Growth rate of capital budget has been smaller than that of the overall 
one.

	 •	 However, in view of acute shortage of infrastructure and basic facilities, 
capital budget ought to grow much faster than the revenue one.  

Capital Receipts

It should be noted that with effect from 2003–04, in line with the accounting 
classification of the CAG, several changes were made in the presentation of 
budgetary data. Capital receipts now include receipts of the Public Accounts 
and the like. In addition, several items are on a gross basis, while some others 
are on net basis. This adds to the difficulties of assessing relative importance 
of different receipt items.   

Loans from the Centre used to account for a dominant proportion of 
capital receipts of states. But in recent years, three significant developments 
have transformed this scenario.
 •	On the recommendation of the Finance Commission, the Centre no 

longer extends fresh loans to the states in ordinary course of things 
(except in the case of external loans meant for state projects).  
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upon Central loans and instead resort to market borrowings. They are 
continuously restructuring their borrowings programmes and terms and 
conditions of their loans in tune with market forces. Consequently, now 
market loans account for the biggest share of their total borrowings. 

	 •	 Before NSSF came into existence on April 1, 1999, the Centre used 
to appropriate a wide array of small savings etc. in the form of its 
own borrowings for relending them to the states. But this practice 
changed when NSSF was constituted. Now, collections of some 
varieties of small savings are credited to NSSF and NSSF invests 
its net accretions in GOI and state securities. Prior to 2002–03, it 
was investing 80% of its net accretions in special state securities. In  
2002–03, this share was increased to 100%, only to be reduced again 
to 80% since 2007–08.  

	 •	 Investments of NSSF in state securities are recorded as a component 
of their ‘Internal Debt’.  
As a result of these institutional and accounting developments, the 

proportion of ‘Internal Debt’ in total capital receipts of the states registered 
an uptrend and reached 78% in 2011–12.

However, even after these changes, loans from Centre continue to 
be an important component of capital receipts of states. It was budgeted at 
6.5% of total capital receipts in 2011–12. This is because a major portion 
of Central assistance to states is still extended to them in the form of loans 
even when they are meant for non-income generating items like relief for 
natural calamities.

Other important components of capital receipts of the states include 
‘Recovery of Loans and Advances’, ‘Reserve Funds’ and ‘Deposits and 
Advances’. 

Capital Disbursements

Capital disbursements of states comprise developmental and non-
developmental capital outlay (70.5%), repayment of internal debt (19.2%), 
repayment of loans to the Centre (2.9%), and loans and advances by the 
state governments to third parties (7.4%). It is noteworthy that in the near 
future, the proportionate share of repayment of loans to the Centre is likely to 
decline on account of a substantial reduction in fresh loans from the Centre 
and writing off the existing outstanding loans from it. Correspondingly, the 
component ‘repayment of internal debt’ is likely to increase further.

5.4.3 Local Self-Government

Unless the geographical area of a country is very small, it is likely to have, 
in addition to a national-level government, one or more sub-national levels 
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as well. The term ‘local bodies’ refers to one such lowermost sub-national 
level of the government of a country. In countries with large geographical 
areas like India and the USA, the sub-national level/levels immediately below 
the national one is/are often not covered by the term ‘local bodies’ (LBs) 
and is/are variously known as state governments, regional governments, and 
regional councils, etc. It is also noteworthy that at each sub-national level, 
there are more than one parallel governments with their respective territorial 
jurisdictions.

The term ‘local finance’ covers fiscal theory, fiscal facts, fiscal policies 
and fiscal problems associated with the ‘local bodies’ and the functions 
assigned to them.
In India, we have a multi-tier government at three levels, namely,
 •	The Government of India (GOI), also known as the Central/Union 

Government with a territorial jurisdiction over the entire country;
	 •	 A government for each state/union territory with their respective 

territorial jurisdictions and functions as laid down in the Constitution 
of India; and 

	 •	 A wide variety of local bodies with their respective territorial 
jurisdictions and assigned functions.

Rationale for LBs

Local bodies are claimed to have several advantages and are recommended 
as an integral part of an ideal governmental structure, particularly for a 
geographically big country like India. There are several state functions which 
should answer the local needs and should be in conformity with ground 
realities. And for this reason, they are best assigned to the local authorities. 
Examples of such functions include public parks, street lights, scavenging, 
and draining. They need variations and adjustments from city to city, and 
within a large city, from locality to locality and even street to street. The local 
residents can also express their problems and preferences in these matters. 
In a welfare-oriented modern governance, it is desirable to accommodate 
their aspirations and needs. Moreover, local bodies provide a meaningful 
and responsible training ground for the citizens in matters of political, social 
and economic rights and obligations.

Thus, the justification for having local governments flows from 
the fundamentals of the theory of fiscal federalism. In a vast country like 
ours, there are several governmental and collective services which are 
best provided by separate levels of government. The guiding factors in the 
allocation of such services as between different governmental levels should 
be productive efficiency, economy of resources and uniformity of treatment. 
At the level of local governments, a close link can be established between 
many governmental services and their financing through taxation etc. It is far 
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principle, cost-of-services principle and the principle of relative taxable 
capacity. While, it is quite difficult to determine relative taxable capacity of 
the members of society at national or even regional level, the task is much 
less difficult at the local level.

Constitutional Position

Till the 73rd and 74th Amendments (in 1993), our Constitution provided for 
only two levels of governmentat the Centre and at states. There was no 
Constitutional obligation to have local bodies. The only rationale for their 
existence was the belief that they could improve the quality of such state 
services which were characterized by inter-local dissimilarity. Guided by this 
belief, the Centre had also constituted port trusts and cantonment boards etc. 
Similarly, the other forms of local authorities, though of great variety and 
importance, were created by the states on their own volition with specified 
respective territorial jurisdictions and with assigned functions and resources 
to them out of the State List. There was no assured inter-state uniformity 
in such assigned resources and functions between local bodies of even the 
same type. In a union territory, local bodies derived their origin, functions 
and resources from the Centre.

The position after the above-mentioned 73rd and 74th Constitutional 
Amendments regarding LBs is as follows:

1. Obligatory Existence

Setting up of local bodies with specifically assigned subjects is now a 
Constitutional necessity, and they are now considered an essential form of 
local self government. Now, it is obligatory for each state to legislate for 
specified varieties of local bodies corresponding to the classification of local 
areas into villages, rural areas, areas in transition from rural to urban ones, 
and urban areas. However, some states and areas listed in Schedule VI are 
exempted from this obligation.  

2. Two Categories

The above-mentioned Amendments of the Constitution primarily provide for 
two main categories of local governments, namely, 
 •	Rural local bodies (RLBs), and
	 •	 Urban local bodies (ULBs).    

However, the nomenclature of local bodies is not a standard and clear 
one. Thus, local bodies for rural areas are variously referred to as gram sabhas 
(at the village level), and panchayats etc. for bigger areas. The ‘generic’ term 
for referring to such bodies is ‘panchayats’ or panchayati raj institutions 
(PRIs) or rural local bodies (RLBs). Similarly, the generic name for local 
bodies for urban areas is ‘municipalities’ or urban local bodies (ULBs), though 
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individually they are also  known as panchayats, municipal committees, 
municipal councils, municipal corporations, etc. More specifically, there are 
three tiers of ‘primary rural institutes’ and three types of ‘urban local bodies’. 
In general, it is convenient to classify local bodies into RLBs and ULBs. In 
addition, other sub-state bodies like zila parishads are also there.

It is noteworthy that there is a need to clearly legislate and demarcate 
functions (out of 29 functions listed in Schedule XI for them) for each tier 
and kind of a local body. This has not been done.  

Some areas in our country, as listed in Schedule VI of the Constitution, 
are exempted from the provisions of 73rd and 74th Constitutional amendments. 
It is felt that the provisions of these Amendments should be extended to these 
areas as well. In addition, institutions like the State Finance Commission 
should also cover these areas so as to strengthen their operational functions 
and financial resources. Also, for enhancing the effectiveness of local bodies, 
their functioning should be integrated with other agencies undertaking 
projects of socio-economic development in their respective areas.  

Nominated local bodies. In addition to the above-mentioned RLBs and 
ULBs, we continue to have some other forms of local bodies like the port 
trusts and improvement trusts etc. Normally, these are nominated bodies 
with specially assigned functions. Their sources of finance are more or less 
determined by the statutes bringing them into existence, and they subsist 
primarily on grants from the state or Central Government. These bodies 
are meant for those areas from which sufficient revenue is not expected on 
account of predominance of government property, but for which local services 
are needed anyway. 

According to latest available figures, there were 2,47,033 rural local 
bodies and 4,582 urban local bodies in India. It is also noteworthy that 
Indian population is getting rapidly urbanized and this is one of the aims of 
our planning. According to one projection, urbanized proportion of Indian 
population was projected to increase from 28% in 2001 to 38% in 2026. This 
implies a massive shift from rural to urban centres, a corresponding increase 
in requirement of civic amenities and services, as also financial needs of the 
local bodies.  

3. Functions

The said Constitutional Amendments incorporated two Schedules to the 
Constitution. Eleventh Schedule contains a subject list of 29 entries for rural 
bodies while Twelfth Schedule contains a subject list of 18 entries for urban 
bodies. Both subject lists relate to economic and social reconstruction and 
uplift including planning at the local level.

The functions of RLBs include judicial services, social and community 
services and economic services, and their list can be quite a long one. For 
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of watchmen, registration of births and deaths, being a general source of 
information, provision of education and health services and so on. Similarly, 
economic services include street lighting, scavenging, provision of drinking 
water and agricultural inputs, building and maintenance of minor irrigation 
works, drainage, bunding and terracing of lands, local roads, and the like. 
They may also take up activities in the fields of marketing, co-operative 
finance, godowns and warehousing, etc. 

As noted above, the functions of local bodies are enlisted in Schedules 
XI and XII for RLBs and ULBs respectively. But as yet, there is no legislation 
which specifically allocates functions out of these Schedules to individual 
tiers and kinds of LBs. However, the functions and resources of local bodies 
tend to widen as we move from rural to urban level. A municipal corporation 
has generally more functions to perform than a municipal committee. For 
example, a municipal corporation provides sanitation, water supply, street 
lighting, scavenging, local roads, drainage, education up to the middle level, 
and the like. Quite often, it is also entrusted with local transport and medical 
services including dispensaries and hospitals. The execution of various 
social service schemes of the Centre and states also frequently becomes 
the responsibility of the local bodies. In addition, the concerned state or the 
Central Government frequently appoints an administrative officer as head 
of the executive wing of the corporation. It may also depute experts to a 
municipal corporation so as to contribute to its operational efficiency.

4. Resources

It is important to note that Schedules XI and XII do not contain subjects of 
‘revenue resources’, except by way of incidental receipts. Therefore, in effect, 
as before, for each specified category of local bodies, the state legislature is 
to assign functions and resources out of the State List and in conformity with 
the relevant Schedule  (XIth or XIIth, as the case be). The financial resources 
of the local bodies may comprise
 •	assigned taxes,
	 •	 shared taxes,
	 •	 grants,
	 •	 loans, and
	 •	 income from remunerative activities.

It is expected that in providing for resources to local bodies, a state 
would be guided by the findings and recommendations of the State Finance 
Commission.  
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5. State Finance Commissions

There is a provision for a State Finance Commission [SFC] to be constituted 
in each state every fifth year to cover the following:
 1. To review the financial position of the local authorities and recommend 

measures for improving it.
 2. To make recommendations to the government of the state as to
 (a) the principles which should govern

 (i) the distribution between the state and local authorities of the 
net  proceeds  of the taxes, duties, tolls and fees leviable by 
the by the state, which may be divided etween them;

 (ii) the allocation between the local authorities of the collective 
shares of such proceeds;

 (iii) the determination of taxes, tolls, duties and fees which may 
be assigned to, or appropriated by the local authorities;

 (iv) grants-in-aid to the local authorities from the consolidated 
fund of the  state; and

 (b) any other matter referred to the Finance Commission by the 
government of the state in the interest of sound finance of the 
local authorities.

Working of SFCs: It is noteworthy that the role of SFCs in improving the 
financial position of LBs in an assured manner has not been very creditworthy. 
In this context, the following facts are specifically noteworthy.  
 (i) As of now, the gap between two consecutive SFCs cannot be less than 

five years. This legal restriction should be removed. Even the Thirteenth 
Finance Commission recommended that, if need be, a state should be 
allowed to appoint a SFC even before the expiry of five years.

 (ii) SFCs are victims of the indifferent attitude of states towards their 
legitimacy and role. Working of SFCs suffers from the casual approach 
of the states in the selection of their personnel, scant attention paid to 
matters other than those which are needed for meeting Constitutional 
and legal obligations, and so on. SFCs are confronted with paucity of 
timely, sufficient and authentic data. The suppliers of data, namely the 
LBs, are themselves poorly managed. In several cases, a SFC is not 
provided with the working files of the preceding SFCs.

 (iii) SFCs are also criticised for not taking their task seriously. In several 
cases, their reports are criticised for diversity in approach and poor 
quality of contents and analysis.
However, the fact that the contribution of SFCs towards financial health 

of LBs has been of limited value, does not imply that this institution should 
be scrapped. Instead, steps should be taken to strengthen this institution 
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improvement in our quality of life is hinged upon the strength and efficiency 
of LBs.  

6. Resource Transfers from State Governments

Every state government is expected to
 •	assign some specific taxes, duties, tolls and fees to local bodies;
	 •	 share the net proceeds of some specified taxes, duties, tolls and fees 

to local bodies; and
	 •	 give grants to local bodies out of its Consolidated Fund.   

In practice, however, the states tend to accord a very low priority to 
the financial needs of the LBs and the problem is far more serious in the case 
of smaller LBs.
 (i) Resource flow from the states to LBs is characterized by inadequacy, 

uncertainty and undue delays. As a result the LBs are not able to chalk 
out long term plans. 

   It is, however, heartening to note that not all state governments 
treat LBs in this manner. Thus, for example, the Government of 
Kerala has legislated that 33% of the state’s budget goes to local 
bodies. These days, a view is gaining ground that just as states get 
a pre-determined share of Central tax revenue, the LBs should also 
get a predetermined share of the state’s tax revenues. This percentage 
share and its distribution between different LBs should be a part of the 
recommendations of the SFC. 

 (ii) LBs have become accustomed to poor financial health and consequently 
inefficient and poor delivery system. Even the beneficiaries of their 
services do not expect LBs to perform well. This pathetic state of affairs 
can be remedied only by improving and sustaining financial health of 
LBs. 

7.  Resource Gap of LBs

As in the case of other tiers of the government, financial needs of LBs are 
increasing on account of widening and deepening of their functions while 
availability of financial resources to them is lagging behind. In other words, 
their fiscal space (that is, capacity of budgetary adjustments and changes) 
is shrinking. 

Revenue resources of LBs are characteristically non-buoyant and 
inelastic and suffer from large scale revenue leakages. They have not able 
to revise their user charges in line with increasing costs. They have failed 
in optimal exploitation of property taxation and the Constitution prevents 
them from levying property tax on GOI property. Octroi has been abolished 



Business Cycles

NOTES

 Self-Instructional 
126 Material

(as of 2012) in all states except Maharashtra. And the states have failed to 
adequately compensate them for this loss of revenue.  

8. Related Facts 

Financial resources of LBs may be divided into two categories, tax revenue 
and non-tax revenue. Non-tax revenue includes grants from the state 
governments, earnings from public undertakings like water supply and 
transport, earnings from certain remunerative activities like leasing out of 
lands, buildings and plots, etc. It also includes fees, fines and payaments for 
certain services. 

Tax Revenue. The Scheduled Tax Rates framed under the Government 
of India Act, 1919 contained an exclusive list of taxes to be utilised by or 
for the local authorities. The Government of India Act, 1935 allocated every 
local tax to provincial governments. The same scheme was also incorporated 
in our Constitution whereby the tax resources are shared between the Centre 
and the states, and it is for the states to hand over specified tax resources to 
the local bodies out of their own list. But the record of states in this regard 
cannot be termed creditable. The tax resources of the local bodies vary 
from state to state and from one body to the other. There is no uniformity 
in this connection. And almost every tax which a local body can impose 
has a corresponding tax which the state government can also impose. The 
local bodies cannot protest if a state government encroaches upon the field 
in which local bodies are levying taxes or which is generally expected to be 
their privilege. Consequently, the local bodies inculcate an attitude of non-
responsibility and are not keen to improve their administration

5.5 INDUSTRIAL SICKNESS, CAUSES AND 
REMEDIES

The problem of sickness in Industries has become very acute in India. It has 
adversely affected the health of the industrial sectors in particular and the 
economy in general. Sickness is easy to understand but difficult to define. 
In common idiom, a sick industry is one which is not healthy. A healthy unit 
is one which earns a reasonable return on capital employed and which build 
up reserves after providing reasonable depreciation. Different agencies have 
defined sikness differently. Reserve Bank of India and State Bank of India all 
defined sick industries as- A small scale industrial unit is considered as sick 
when any of its borrowable accounts has become a doubtful advance that is 
most important or interest in respect of any of its borrowable accounts has 
remained overdue for a period more than 2 and ½ year and there is wearing 
away in the new worth due to accumulated cash losses to the extent of 50 
per cent of its climax net worth during the foregoing two accounting years. 
However, enactment of the Sick Industrial Companies Act 1985 settled the 
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any financial year accumulated losses equal to or exceeding its entire net worth 
and has also suffered cash losses in such financial year and the financial year 
immediately preceding such financial year.” The 1992 amendment altered 
the criterion somewhat: firms only need to be registered for five years and 
the criterion of cash losses for two successive years was eliminated. 

The small units were considered to be sick –(1) incurred a cash loss 
in the previous accounting year and was likely to continue with losses in the 
current accounting year and erosions on account of cumulative cash losses 
to the extent of 50 per cent or more of its peak net worth during the last five 
years. (2) Continuously defaulted in meeting four consecutive installments 
of interest of two half yearly installments, of principal on term loan and 
there were persistent irregularities in the operation of its credit limits with 
the bank. The Company Act 2002 changed the definition of a sick industrial 
company. According to Company Act 2002 “sick industrial company means 
an industrial company which has accumulated losses in any financial year 
which are equal to 50 per cent or more o its average net worth during four 
years immediately preceding such financial year, or failed to repay its debt 
within any three consecutive quarters on demand mad in writing for its 
repayment by a creditor or creditors of such company”
This shows that a sick industrial company is that company which has:
 • 5 years existence is not required.
 • Accumulated losses exceeding 50 per cent of average net worth during 

last four years.
 • Alternative criteria of falling to repay its debts to the creditor with in 

9 months of the demand by him.
Any one of the criterion, (2) Or (3) mentioned here is sufficient to 

classify and industrial unit as a sick

5.5.1 Causes of Industrial Sickness

Causes of industrial sickness are usually divided into two categories-
 • External causes 
 • Internal causes 
External causes: These causes of sickness originate outside of the company. 
Some external causes are as follows:
 • Power cuts: A large number of industrial units face power cut from 

time to time. These power cuts are imposed by the government of state 
as the generation of power is considerably below its actual requirement. 
Acute power shortage resulted in frequent power cuts. Due to this 
production decline in these units and then they turn sick units.
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 • Demand and credit restraints: At times, of recession in the market 
causes a steep decline in the demand resulting in unsold stock and losses 
to individual units. Products with high prices depend for their sustained 
demand on easy availability of credit to purchasers. If credit restraints 
are imposed so that the purchasers are not able to arrange finance, the 
demand for these products is bound to suffer. This is likely to leave 
the manufacturers with unsold stocks inflicting losses on them. This 
problem can emerge in a serious way for ancillary units. If demand 
of the principal buyer of the output of ancillary units fall due to any 
reason.

 • Government Policy: Sudden change in government policy relating to 
export, to import, industrial licensing, taxation can make viable units 
sick overnight. For instance-

 (i) The opening up of the internal market to foreign competition in 
recent years in line with India’s commitments to the World Trade 
Organization (WTO) is making it difficult for many industrial 
units to survive.

 (ii) Liberal import policy for a particular product can impose serious 
damage on the domestic units producing similar or substitute 
products. The existence of domestic units becomes difficult 
when the imported product is cheaper and is of a better quality 
as compared to their products.

 (iii) Granting liberal licences to big industrial houses in the production 
lines reserved exclusively for the small scale sector is bounded 
to affect the prospects of the units in the latter sector adversely. 
The most difficult problem faced by the small-scale industries 
that are facing tough competition from cheap imports on the one 
hand and from large scale industries on the other hand.

Internal causes: Such causes of sickness originate within the company. 
Some internal causes are as under:
 1. Fault at the planning and construction stage: Faults can occur at 

the planning and construction stage itself. The first fault can be wrong 
location of industrial unit. if the place where the unit has been set up 
lacks infrastructural facilities, the unit is likely face difficulties. Some 
small-scale entrepreneurs plunge into production without bothering 
to find out the market potential of their product thus wrong location 
of the unit pushes them into difficulties. Some small-scale units do 
not plan production properly, some units start with an unbalanced 
capital structure, under estimate the project cost and some units spend 
recklessly on unproductive assets. In all cases either the implementation 
of the small scale project is delayed or production is started under 
severe handicaps. A slight disturbance in the normal functioning turn 
them sick units. 
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sickness is mismanagement. Faulty decisions in the field of marketing, 
finance, personnel and production management. Absence quality 
control system, lack of inventory and materials management is some 
example of mismanagement in the sphere of production. Insufficient 
sales promotion activities and improper price policies create problems 
in the field of marketing. Inefficient use of capital can cause financial 
mis-management. Lack of workforce and planning between top 
management and labour force, improper wage, increment and 
promotion policy are the subject of personnel management. 

 3. Defective plant and machinery: In small-scale units many 
entrepreneurs do not seek proper professional and technical guidance in 
choosing correct machinery. If they selected and installed the defective 
machinery, their units are bound to suffer losses and finally turn into 
sick units.

 4. Labour problem: Labour problems are common in industrial units. 
In some cases acute labour problem have resulted lockout, strike, 
and even closure of industrial units. These problems may originate 
from differences with management over the issue of bonus, wage, 
suspension, inter-union rivalry and retrenchment etc. such problem 
can cause sickness.

 5. Entrepreneurial incompetence: Many persons setting up small-scale 
units , do not possess technical knowledge of the product they intend 
manufacturing, have no knowledge of business accounts, lack good 
decision-making, lack of marketing decision, do not know the cost 
of their product and so on. No doubt the unit turn sick by this type of 
people

 6. Financial problem: A number of units face the problem of finance from 
the stage of planning and construction to the stage of implementation 
and beyond often, small-scale units borrow from banks and financial 
institutions but are unable to meet the repayment schedules. The burden 
accumulates and they turn sick. The equity base of many small-scale 
units is very weak and slight disturbances in the market put them under 
acute financial strain. In some cases, lack of support from banks causes 
a failure of small units as the bank insist on proven performance either 
to restore working capital limits or to enhance existing limits.

5.5.2 Remedial Measures

The remedial measures undertaken are as follows:- 
 (i) Grant of additional working capital facilities to overcome the shortage 

of working capital faced by such unit
 (ii) Recovery of interest at reduced rate
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 (iii) Suitable moratorium of payment of interest
A number of steps were also undertaken on organizational front
 (i) Setting up a sick industrial undertakings cell in Reserve Bank of India 

to function as a clearing house for information relating to sick unit 
and to act as a co-ordinating agency between the government, banks 
financial institutions and other agencies for tackling the various related 
issues.

 (ii) Setting up of a special cell within the rehabilitation finance division of 
industrial development bank of India for attending to references from 
banks in respect of their sick and problem area.

 (iii) Setting up state level inter-institutional committee at all the reaonsal 
offices of he department of banking operation and development of the 
Reserve Bank of India for ensuring for better coordination between 
banks, state government, central and state level financial institutional 
and other agencies.

Policy Frame Work of the Government: The policy framework in respect 
of measure to deal with the problem of industrial sickness was laid down in 
the guideline issued in October 1981 for guidance of administrative ministry 
of central government, state government and financial institutions. Under 
these guidelines, the administrative ministries in the government were given 
specific responsibilities for prevention and remedial action in relation to 
sickness in the industrial sector within their respective charge. The financial 
institutions were asked to strengthen the monitoring system so that timely 
corrective action could be taken to prevent incipient sickness. The government 
could also consider steps such as restructuring merger with healthy units etc. 
to rehabilitate the sick unit. Where the revival did not seem possible, the 
government could de-notify the unit resulting in its closure.
Concessions by government: The government to assist revival of sick units 
without intervention also provided certain concessions. To reduce the sickness 
in the small scale sector the state government introduces a liberalized margin 
money scheme in June 1987. In October 1999, the government announced 
a scheme for grant of excise loan to sick/weak industrial units. Under this 
scheme selected sick units were eligible for excise loan not exceeding 50 
per cent of the excise duty actually paid for 5 years.
Steps for detecting sickness early: Importance of detecting sickness in initial 
stage is crucial as corrective steps can then be taken early and well in time. 
The Reserve Bank advised banks to take necessary remedial steps in respect 
of industrial units, which do not come under the purview of sick industrial 
companies Act 1985, at the stage of 50 per cent erosion of their net-worth. 
The Reserve Banks also closely mentioned certain specific industries where 
sickness is more widespread. 
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(IRCI)

The Government Established the Industrial Reconstruction Corporation of 
India (IRCI) with a view to reviving and rehabilitation sick units. Function 
assigned to IRCI were- (i) to provide financial assistance to sick industrial 
units (ii) to provide managerial and technical assistance to sick industrial 
units. (iii) to secure assistance of other financial institution and government 
agencies for ensuring the revival and rehabilitation of sick industrial units, 
(iv) to provide merchant banking service amalgamation, (v) to provide 
consultancy service to banks in matter rating to sick industrial units. 

Board for Industrial and Financial Reconstruction

In terms of sick industrial company act 1985, the government of India set 
up board for industrial and financial reconstruction in January 1987 for 
determining the preventive remedial and other measures, which were required 
to be taken in respect of sick industrial companies. The subject that could 
be covered was wide ranging and the power of the board extended to the 
framing of scheme of amalgamation and reconstruction. 

Check Your Progress

 1. Define national income.
 2. What is a monetary policy?

5.6 ANSWERS TO CHECK YOUR PROGRESS 
QUESTIONS

 1. National income can be defined as the sum of money value of all final 
goods and services produced in a country over a period of one year.

 2. Monetary policy refers to the central bank’s programme of changing 
monetary variables, viz., total demand for and supply of money, interest 
rates and credit rationing, to achieve certain predetermined objectives.

5.7 SUMMARY

 • The economic history of various economies is, in fact, a history of ups 
and downs, booms and slumps, prosperity and depression.

 • National income can be defined as the sum of money value of all final 
goods and services produced in a country over a period of one year.



Business Cycles

NOTES

 Self-Instructional 
132 Material

 • National income can be defined also as the sum of all factors incomes. 
Factors of production, viz., land, labour, capital and entrepreneurship, 
are used to produce goods and services.

 • Measuring national income is an extremely complex and complicated 
task as it involves both conceptual and practical problems. Therefore, 
before we discuss the methods of estimating national income, it is 
useful to understand the concepts used in estimating national income.

 • The concept of national income refers to the income of the society as 
a whole. It differs fundamentally from the concept of private income.

 • The ‘fiscal policy’ refers to the government policy of changing its 
taxation and public expenditure programmes intended to achieve certain 
predetermined objectives.

 • The counter-cyclical fiscal policy is based on the relation of public 
expenditure and taxes to the national income, the GNP.

 • Monetary policy refers to the central bank’s programme of changing 
monetary variables, viz., total demand for and supply of money, interest 
rates and credit rationing, to achieve certain predetermined objectives.

 • Boundaries of the subject of public finance have undergone repeated 
revisions in line with developments in State activities and its economic 
philosophy.

 • The Budget of the Government of India is a statement of its estimated 
financial receipts and disbursements for a given forthcoming period of 
time (normally one year) and is called its ‘Annual Financial Statement’.

 • Unless the geographical area of a country is very small, it is likely to 
have, in addition to a national-level government, one or more sub-
national levels as well.

 • The term ‘local finance’ covers fiscal theory, fiscal facts, fiscal policies 
and fiscal problems associated with the ‘local bodies’ and the functions 
assigned to them.

 • Till the 73rd and 74th Amendments (in 1993), our Constitution provided 
for only two levels of government--at the Centre and at states.

 • Some areas in our country, as listed in Schedule VI of the Constitution, 
are exempted from the provisions of 73rd and 74th Constitutional 
amendments. It is felt that the provisions of these Amendments should 
be extended to these areas as well.

 • The Scheduled Tax Rates framed under the Government of India Act, 
1919 contained an exclusive list of taxes to be utilised by or for the 
local authorities.



NOTES

Self-Instructional
Material  133

Business Cycles • The problem of sickness in Industries has become very acute in India. 
It has adversely affected the health of the industrial sectors in particular 
and the economy in general.

 • Causes of industrial sickness are usually divided into two categories: 
 ο External causes 
 ο Internal causes
 • The policy framework in respect of measure to deal with the problem 

of industrial sickness was laid down in the guideline issued in October 
1981 for guidance of administrative ministry of central government, 
state government and financial institutions.

5.8 KEY WORDS

 • Gross domestic product (GDP): It is the measure of the total market 
value of all final goods and services produced in the domestic economy 
during a period of one year plus income earned by the foreigners in 
the country minus income earned by countrymen from abroad.

 • Non-economic product: These include services rendered to self, to 
family, to relations and to neighbours. Non-economic products are not 
included in national income.

 • Fiscal policy: It refers to the government policy of changing its 
taxation and public expenditure programmes intended to achieve certain 
predetermined objectives.

5.9 SELF ASSESSMENT QUESTIONS AND 
EXERCISES

Short-Answer Questions

 1. What is the significance of the fiscal policy?
 2.  Name the instruments through which a central bank carries out its 

monetary policies.
 3. Write a short note on the subject matter of public finance.
 4. Identify the causes of industrial sickness.

Long-Answer Questions

 1. Discuss the relationship between public expenditure and GNP.
 2. Explain the areas of public finance covered under the central 

government.
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 3. Describe the functions and resources of the local bodies (LBs) after 
the introduction of the 73rd and 74th amendment (1993) in the Indian 
Constitution.

 4. Evaluate the remedies to cure industrial sickness.
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6.0 INTRODUCTION

Economists are not unanimous on this issue. It is in fact this question that 
has been a source of an unsettled controversy and has led to the emergence 
of	 various	 theories	 of	 profit.	 In	 this	 section,	we	discuss	 briefly	 the	main	
theories	of	profit.	In	this	unit	you	will	study	about	theories	of	profit,	concept	
of	planning	and	forecasting,	depreciation	and	profits,	valuation	of	stock	and	
profit	and	profit	policies.
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6.1 OBJECTIVES

After	going	through	this	unit,	you	will	be	able	to:
 •	Discuss	the	theories	of	profit
 •	Explain	the	concept	of	valuation	of	stock	and	profit
 •	 State	the	profit	policies
 •	Analyse	the	significance	of	planning	and	forecasting
 •	Give	example	of	calculation	of	break-even	point

6.2 THEORIES OF PROFIT

Let	us	analyse	the	different	theories	of	profit.

6.2.1  Walker’s Theory of Profit: Profit as Rent of Ability

One	of	the	most	widely	known	theories	of	profit	was	propounded	by	F.A.	
Walker.	According	to	him,	profit	is	the	rent	of	“exceptional	abilities	that	an	
entrepreneur may possess” over others. Just as land rent is the difference 
between	the	yields	of	the	least	and	the	most	fertile	lands,	profit	is	the	difference	
between	the	earnings	of	 the	least	and	the	most	efficient	entrepreneurs.	In	
formulating	his	profit	theory,	Walker	assumed	a	state	of	perfect	competition	
in	which	all	firms	are	presumed	to	possess	equal	managerial	ability.	Each	firm	
would	receive	only	the	wages	of	management.	Thus,	according	to	Walker,	
under	perfectly	competitive	conditions,	there	would	be	no	pure	profit	and	all	
firms	would	earn	only	managerial	wages,	popularly	known	as	‘normal profit’.

6.2.2  Clark’s Dynamic Theory of Profit

According	to	J.B.	Clark,	profits	arise	in	a	dynamic	economy,	not	in	a	static	
one.	A	static	economy	is	one	in	which	things	do	not	change	significantly;	
population	and	capital	are	stationary;	production	process	remains	unchanged	
over	time;	goods	continue	to	remain	homogeneous;	factors	enjoy	freedom	of	
mobility but do not move because their marginal product in every industry is 
the	same;	there	is	no	uncertainty	and	hence	no	risk;	and	if	there	is	any	risk,	it	
is	insurable.	In	a	static	economy	therefore,	all	firms	make	only	the	‘normal	
profit’,	i.e.,	the	wages	of	management.

On	the	other	hand,	a	dynamic	economy	is	characterized	by	the	following	
generic	 changes:	 (i)	 increase	 in	 population,	 (ii)	 increase	 in	 capital,	 (iii) 
improvement	in	production	technique,	(iv) changes in the forms of business 
organization,	and	(v) increase in and multiplication of consumer wants. The 
major functions of entrepreneurs or managers in a dynamic world are to 
take	advantage	of	the	generic	changes	and	promote	their	business,	expand	
their sales and reduce their costs. The entrepreneurs who successfully take 
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advantage of changing conditions in a dynamic economy make pure profit,	
i.e.,	profit	in	addition	to	‘normal	profit’.

Pure	 profits,	 however,	 exist	 only	 in	 the	 short	 run.	 In	 the	 long	 run,	
competition	forces	other	firms	to	imitate	the	changes	made	by	the	leading	
firms.	This	leads	to	a	rise	in	demand for factors of production and therefore 
rise	in	factor	prices	and	rise	in	cost	of	production.	On	the	other	hand,	rise	in	
output	causes	a	decline	in	product	prices,	given	the	demand.	The	ultimate	result	
is	that	pure	profit	disappears.	In	Clark’s	own	words,	“Profit	is	an	elusive	sum	
which	entrepreneurs	grasp	but	cannot	hold.	It	slips	through	their	fingers	and	
bestows itself on all members of the society”.

This,	however,	should	not	mean	that	profits	arise	in	a	dynamic	economy	
only	for	a	short	period	and	disappear	for	ever.	In	fact,	in	a	dynamic	economy,	
generic changes take place continuously and managers with foresight continue 
to	 take	 advantage	of	 the	 changing	market	 conditions	 and	make	profit	 in	
excess	of	normal	profit.	According	to	Clark,	emergence,	disappearance	and	
re-emergence	of	profit	is	a	continuous	process.

6.2.3  Hawley’s Risk Theory of Profit

The	risk	theory	of	profit	was	propounded	by	F.B.	Hawley	in	1893.	Risk	in	
business	may	arise	for	such	reasons	as	obsolescence	of	a	product,	sudden	
fall	 in	prices,	non-availability	of	certain	crucial	materials,	 introduction	of	
a	better	substitute	by	a	competitor,	and	risks	due	to	fire,	war,	etc.	Hawley	
regarded risk-taking as an inevitable accompaniment of dynamic production 
and	those	who	take	risks	have	a	sound	claim	to	an	additional	reward,	known	
as	“profit”.	According	to	Hawley,	profit	is	simply	the	price	paid	by	society	
for	assuming	business	risks.	In	his	opinion,	businessmen	would	not	assume	
risk	without	expecting	adequate	compensation	in	excess	of	actuarial	value,	
i.e.,	the	premium	on	calculable	risk.	They	would	always	look	for	a	return	in	
excess	of	the	wages	of	management	for	bearing	risk.	Assuming	risk	gives	the	
entrepreneur	a	claim	to	a	reward	in	excess	of	actuarial	value	of	risk.	Profit,	
according	to	Hawley,	consists	of	two	parts:	(i) compensation for actuarial or 
average loss incidental to the various classes of risks necessarily assumed by 
the	entrepreneur;	and	(ii) an inducement to suffer the consequences of being 
exposed	to	risk	in	their	entrepreneurial	adventures.

6.2.4  Knight’s Theory of Profit

Frank	H.	Knight	treated	profit	as	a	residual	return	to	uncertainty	bearing,	
not	 to	 risk	 bearing.	Obviously,	Knight	made	 a	 distinction	 between	 risk	
and uncertainty. He divided risk into calculable and non-calculable risks. 
Calculable risks are those whose probability of occurrence can be statistically 
estimated	on	the	basis	of	available	data.	For	example,	risk	due	to	fire,	theft,	
accidents,	etc.	are	calculable	and	such	risks	are	insurable.	There	remains,	
however,	 an	 area	of	 risk	 in	which	probability	of	 risk	occurrences	 cannot	
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be	 calculated.	For	 instance,	 cost	 of	 eliminating	 competitors	may	not	 be	
accurately calculable and the strategies of the competitors may not be 
precisely assessable. The risk element of such incalculable events are not 
insurable. The area of incalculable risk is the area of uncertainty.

It is in the area of uncertainty that decision-making becomes a crucial 
function of an entrepreneur and a manager. If his decisions are proved to 
be	correct	by	the	subsequent	events,	the	entrepreneur	makes	profit	and	vice 
versa.	Thus,	according	to	Knight,	profit	arises	from	the	decisions	taken	and	
implemented under the conditions of uncertainty. 

6.2.5  Schumpeter’s  Innovation Theory of Profit

The	 innovation	 theory	of	profit	was	developed	by	Joseph	A.	Schumpeter	
His	 theory	of	profit	 is,	 in	 fact,	 the	 constituent	of	his	 theory of economic 
development. According	 to	him,	economic	development	 takes	place	only	
when	there	are	innovations	in	goods	and	service,	manufacturing	techniques,	
and methods of supply. Innovations are made and introduced by the business 
firms	 to	make	pure profit—profit	 in	excess	of	normal	profit.	 Introduction	
of innovations creates conditions for additional investment and labour 
employment and this leads to economic development and generate new 
business	opportunities	and	also	for	profit.

Schumpeter developed his theory of economic development by 
assuming a stationary economic condition in the country. Under the condition 
of	stationary	equilibrium,	demand	is	equal	to	supply,	prices	are	equal	to	cost,	
and	total	revenue	of	firms	is	exactly	equal	to	total	cost.	Under	these	conditions,	
firms	make	only	normal	profit,	i.e.,	managerial wages—there is no pure profit. 
Pure	profit,	i.e.,	profit	in	excess	of	management wages, can be made only by 
making	innovations	in	goods	and	service,	manufacturing	techniques	and	in	
the	methods	of	supply	goods.	According	to	him,	innovations	may	include:
	 (i)	 introduction	of	new	products	and/or	better	quality	goods	and	services,
	 (ii)	 introduction	of	a	new	production	technology,
	 (iii)	 creating	or	finding	new	sources	of	raw	materials,
	 (iv)	 opening	new	markets	for	the	innovated	products,	and
	 (v)	 introduction	of	a	more	efficient	and	innovative	management.

These	kinds	of	innovations	provide	opportunities	to	innovative	firms	
to	fix	a	price	of	 their	product	higher	 than	 the	static	equilibrium	price.	 In	
simple	words,	innovative	firms	charge	a	price	higher	than	production	cost	
and hence make a net profit. Thus,	according	to	Schumpeter,	innovation	is	
the	source	of	profit.

6.2.6  Monopoly Power as  a Source of Profit

Monopoly	is	said	to	be	another	source	of	pure	profit.	Monopoly	characterizes	
a market situation in which there is a single seller of a commodity without a 
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close	substitute.	Monopoly	may	arise	due	to	such	factors	as:	(i) economies of 
scale,	(ii)	sole	ownership	of	certain	crucial	raw	materials,	(iii) legal sanction 
and	protection,	and	(iv) mergers and takeovers.

A	monopolist	may	earn	‘pure	profit’	or	what	is	generally	called	in	this	
case,	‘monopoly	profit’,	and	maintain	it	in	the	long	run	by	using	its	monopoly	
powers.	Monopoly	powers	include:	(i)	powers	to	control	supply	and	price;	
(ii)	powers	to	prevent	the	entry	of	competitors	by	price	cutting,	and	(iii) in 
some	cases,	monopoly	power	to	exercise	control	over	certain	input	markets.

These	powers	help	a	monopoly	firm	to	make	pure	profit	(or	monopoly	
profit).	In	such	cases,	monopoly	is	the	source	of	pure	profit.

It may be added at the end that pure monopoly too is a rare phenomenon. 
Monopolies,	 wherever	 they	 exist,	 are	 in	 the	 government	 sector	 (e.g.,	
production	and	supply	of	electricity,	water,	transport	services,	etc.)	or	come	
into	existence	by	governmental	sanction	and	are	under	government	control	
and regulation.

6.3 DEPRECIATION AND PROFIT

Problems in measuring depreciation arise becuase of the different views and 
methods suggested by the economists and accountants. Economists view 
depreciation as capital	consumption.	From	their	point	of	view,	there	are	two	
distinct	ways	of	charging	for	depreciation:	(i) the depreciation of an equipment 
must be equal to its opportunity cost,	or	alternatively,	(ii) the depreciation 
must be equal to replacement cost that will produce comparable earning.

Opportunity cost of	an	equipment	is	‘the	most	profitable	alternative	
use	of	it	that	is	foregone	by	putting	it	to	its	present	use’.	But,	if	equipment	
has	no	alternative	use,	the	problem	is	then	how	to	measure	the	opportunity	
cost.	One	method	of	estimating	opportunity	cost,	suggested	by	Joel	dean,	is	
to measure the fall in	the	value	of	the	equipment	during	a	year.	This	method,	
however,	cannot	be	applied	when	a	capital	equipment	has	no	alternative	use,	
like	a	harvester,	a	printing	machine	and	a	hydro-power	project,	etc.	In	such	
cases,	replacement cost is the appropriate measure of depreciation.

From	 accountants	 points	 of	 	 view,	 there	 are	 different	methods	 of	
charging depreciation over the lifetime of an equipment. The use of different 
methods	of	charging	depreciation	results	in	different	levels	of	profit	reported	
by	the	accountants.	The	firm	can	apply	any	of	the	following	four	methods	of	
charging	depreciation:	(1)	straightline	method	(2)	reducing	balance	method,	
(3)	annuity	method,	and	(4)	sum-of-the-year’s	digit	approach.	These	four	
methods	yield	four	different	measures	of	annual	depreciation	and,	hence,	
the	different	levels	of	profit.	So	the	problem	arises	‘what	method	to	use’?
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6.4 VALUATION OF STOCK AND PROFIT 

Capital	gains	and	losses	are	regarded	as	‘windfalls’.	Fluctuation	in	the	stock	
prices	is	one	of	the	most	common	sources	of	‘windfalls’.	In	a	progressive	
society,	 according	 to	Dean,	 capital	 losses	 are,	 on	 balance,	 greater	 than	
capital	gains.	Many	of	the	capital	losses	are	of	insurable	nature,	and	when	a	
businessman	over-insures,	the	excess	insurance	premium	becomes	eventually	
a capital gain. Treatment of capital gains and losses is another problem in 
profit	measurement.

Profit	 is	 affected	 by	 the	way	 capital	 gains	 and	 losses	 are	 treated	
in	 accounting.	As	Dean	 suggests,	 “A	 sound	 accounting	 policy	 to	 follow	
concerning windfalls is never to record them until they are turned into cash 
by	a	purchase	or	sale	of	assets,	since	it	is	never	clear	until	then	exactly	how	
large	they	are	…”	In	practice,	however,	compoanies	follow	a	diverse	method.	
Most	companies	do	not	 record	capital	gains	until	 it	 is	 realized	 in	money	
terms,	but	they	do	write	off	capital	losses	from	the	current	profit.	It	means,	
they	treat	capital	gains	and	losses	differently.	If	‘sound	accounting	policy’	is	
followed,	there	will	be	one	profit,	and	if	the	other	method	is	followed,	there	
will	be	another	figure	of	profit.	That	is	the	problem.

Current vs. Historical Costs

Accountants	prepare	income	statements	typically	in	terms	of	historical	costs,	
i.e.,	the	actual	purchase	price,	not	in	terms	of	current	price.	The	reasons	given	
for	this	practice	are:	(i) historical costs produce more accurate measurement 
of	income,	(ii) historical costs are less debatable and more objective than the 
present	replacement	value,	and	(iii) accountants’ job is to record historical 
costs whether or not they have relevance for future decision-making. The 
accountant’s approach ignores certain important changes in earnings and 
losses	of	 the	firms,	e.g.,	 (a) the value of assets presented in the books of 
accounts	is	understated	in	times	of	inflation	and	overstated	at	the	time	of	
deflation	and	(b)	depreciation	is	understated	during	deflation.	Historical	cost	
recording	does	not	reflect	such	changes	in	values	of	assets	and	profits.	This	
problem assumes a critical importance in case of inventories and material 
stocks. The problem is how to evaluate the inventory and the goods in the 
pipeline.

There	are	three	popular	methods	of	inventory	valuation:	(i)	first-in-
first-out	(FIFO),	(ii)	last-in-first-out	(LIFO),	and	(iii) weighted average cost 
(WAC).

Under FIFO	method,	material	is	taken	out	of	stock	for	further	processing	
in	the	order	in	which	they	are	acquired.	The	material	stocks,	therefore,	appear	
in	the	firm’s	balance	sheet	at	their	actual	cost	price.	This	method	is	suitable	
when	price	has	a	secular	trend.	However,	this	system	exaggerates	profits	at	
the time of rising prices.
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The LIFO method assumes that stocks purchased most recently become 
the costs of the raw material in the current production. If inventory levels 
are	stable,	the	cost	of	raw	materials	used	at	any	point	in	the	calculation	of	
profits	is	always	close	to	market	or	replacement	value.	But,	when	inventory	
levels	fluctuate,	this	method	loses	its	advantages.

The	WAC	method	takes	the	weighted	average	of	the	costs	of	materials	
purchased at different prices and different points of time to evaluate the 
inventory.

All	these	methods	have	their	own	weaknesses	and,	therefore,	they	do	
not	reflect	the	‘true	profit’	of	business.	So	the	problem	remains	that	how	to	
evaluate	inventories	so	that	it	yields	a	true	profit	figure.

6.5 PROFIT POLICIES

Making	profit	is	the	ultimate	objective	of	every	business	firm.	The	success	of	
a	firm	is	largely	measured	by	the	amount	of	profit	earned	by	it.	Thus,	profit	
maximization	is	the	ultimate	objective	of	a	business	firm.	However,	it	is	to	
be	noted	that	the	modern	business	firms	do	not	accept	this	view	and	hold	
another	opinion	in	this	regard.	Also,	this	does	not	imply	that	earning	profit	
is	not	their	objective.	Their	entire	focus	is	not	just	on	earning	profits	but	on	
attaining	other	objectives	as	well.	All	these	factors	constitute	the	profit	policy.	
  (i)  Industry Leadership:
	 	This	may	comprise	either	the	accomplishment	of	the	maximum	sales	

volume	or	the	manufacture	of	the	maximum	product	lines.	In	order	to	
be	a	leader	in	the	industry,	there	has	to	be	a	satisfactory	level	of	profit	
along	with	 capital	 invested,	 labour	 force	 employed	 and	volume	of	
output produced.

  (ii) Restricting the Entry:
	 	When	a	business	firm	adheres	to	a	policy	of	restricting	its	profit,	no	

competitors	are	expected	to	enter	the	market.	Reasonable	profits	which	
ensure its survival and growth are essential. 

  (iii) Political Impact:
	 	A	business	firm	earning	huge	profits	is	likely	to	come	under	the	scanner	

of	the	government	and	thereby	attract	heavy	imposition	of	tax	upon	it.	
  (iv) Consumer Goodwill:
  Good customer relationship is vital for the survival of every business 

firm	in	the	market.	For	maintaining	consumer	goodwill,	business	firms	
have	to	restrict	the	profit.	By	upholding	low	profit,	the	firms	may	pursue	
the goodwill of the consumers. 
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  (v) Wage Consideration:
	 	When	a	business	firm	earns	high	profits,	this	implies	it	has	the	ability	to	

pay	high	wages	to	its	labour	force.	If	the	firm	declares	high	dividends	
to the shareholders and the labour associations come to know about 
this,	they	will	naturally	demand	higher	wages,	bonus	and	so	forth.	

  (vi) Liquidity Preference:
	 	 Several	business	firms	impart	greater	prominence	to	capital	soundness	

of	a	firm	and,	hence,	prefer	liquidity	to	profit	maximization.	Liquidity	
preference means the preference to hold cash to meet the day to day 
transactions. 

  (vii) Avoid Risk:
	 	Avoiding	risk	is	another	objective	of	the	modem	business	for	which	

the	firms	have	to	restrict	the	profit.	The	element	of	risk	is	high	under	
profit	maximization.	

6.6 PLANNING AND FORECASTING 

The	consistency	of	a	business	firm	is	reckoned	when	it	earns	sound	profits	
as	well	handles	the	risks	as	well	smartly.	A	firm	is	faced	with	a	number	of	
uncertainties.	These	uncertainties	are	largely	in	the	form	of	consumer	needs,	
the	varied	nature	of	competition,	the	nature	of	most	elements	of	cost	and	the	
aspect	of	coping	up	with	the	rapid	pace	of	technological	developments.	At	
times,	the	firm	is	uncertain	about	the	likely	pattern	and	the	extent	of	consumer	
demand	for	a	specific	product	and	this	increases	the	risk	faced	by	the	firm.	
The	nature	of	competition	is	related	to	either	product,	price	or	to	both	factors	
together. Product competition remains poignant till the product reaches the 
stage of maturity. Price competition begins in the market once the product 
is	established	and	reaches	the	maturity	stage.	During	the	growth	stage,	the	
risk of a product becoming obsolete is immense and thereby shortening 
the product life cycle. 

The level of risk involved in product competition is greater than in 
price	competition.	When	the	prices	rise	continuously,	no	firm	can	be	sure	
that it will be able to manage the internal price changes/rise. This is because 
it does not have any control over the prices of raw materials or other aspects. 
With	the	passage	of	time,	constant	technological	enhancements	may	make	
production	completely	outdated.	If	an	improved	process	is	available,	a	firm	
can	restrict	its	risk	by	neglecting	its	fixed	investment.	If	it	does	not	have	an	
access	to	the	improved	processes,	it	may	have	to	go	out	of	business.	Hence,	
a	firm	has	to	be	fully	prepared	to	face	the	uncertainties	because	as	a	result	of	
the	risk	element,	its	profits	will	be	changed.	Therefore,	to	plan	for	profits,	a	
detailed	understanding	of	the	relationship	of	cost,	price	and	volume	is	very	
useful to business individuals.
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6.6.1  Calculation of Break Even Point

The	economists	have	developed	a	new	technique,	in	addition	to	cost	analysis,	
that	can	be	used	to	find	answer	to	these	questions.	The	technique	is	known	
as Break-Even analysis known also as Profit Contribution Analysis and 
Cost-Volume Profit Analysis. In	 this	 section,	we	discuss	 the	break-even 
analysis and also its different variants. 

6.6.2  Meaning of Break-even Analysis

The break-even analysis is an important analytical technique used to study 
the	relationship	between	the	total	costs,	 total	revenue	and	total	profit	and	
loss over the whole range of stipulated output. The break-even analysis is a 
technique	of	having	a	preview	of	profit	prospects	and	a	tool	of	profit	planning.	
It	integrates	the	cost	and	revenue	estimates	to	ascertain	the	profits	and	losses	
associated with different levels of output.

The relationship between cost and output and between price and output 
may be linear or non-linear in nature. We shall discuss the break-even analysis 
under both linear and non-linear revenue conditions.

6.6.3  Linear Cost  and Revenue Functions

To	illustrate	the	break-even	analysis	under	linear	cost	and	revenue	conditions,	
let us assume linear cost and linear revenue functions are given as follows.
	 	 Cost	function:					TC = 100 + 10Q	 …(6.1)

	 	 Revenue	function:	TR = 15Q	 …(6.2)

The	cost	function	given	in	Eq.	(6.1)	implies	that	the	firm’s	total	fixed	
cost is given at `100 and its variable cost varies at a constant rate of `10 
per unit in response to increase in output. The revenue function given in Eq. 
(6.2)	implies	that	the	price	for	the	firm’s	product	is	given	in	the	market	at	
`15 per unit of sale.

What the firm needs to carry out the break-even analysis of its 
business	operations	 is	 to	make	a	chart	of	 its	 total	fixed	cost	 (TFC),	 total	
variable	cost	(TVC),	total	cost	(TC)	and	the	total	revenue	(TR),	and	graph	
them	 to	find	 the	break-even	point.	The	process	of	break-even	analysis	 is	
illustrated graphically in Fig. 6.1. The line TFC shows	the	total	fixed	cost	
at `100	for	a	certain	level	of	output,	and	the	line	TVC shows the variable 
cost rising with a slope DTVC/∆Q = 10/1 = 10. The line TC has been 
obtained by plotting the TC function. It can also be obtained by a vertical 
summation of TFC and TVC at various levels of output. The line TR shows 
the	 total	 revenue	 (TR) obtained as Q × P. The TR and TC lines intersect 
at point B,	where	output	 is	 equal	 to	 20	units.	The	point	B shows that at  
Q =	20,	firm’s	total	cost	equals	its	total	revenue.	That	is,	at	Q =	20,	TC breaks-
even with TR. Point B is,	therefore,	the	break-even point and Q = 20 is the 
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break-even		output.	Below	this	level	of	output,	TC exceeds	TR. The vertical 
difference between TC and TR,	(i.e.,	TC–TR) is known as operating loss. 
Beyond Q =	20,	TR > TC,	and	TR–TC is	known	as	operating	profit.

Fig. 6.1 Break-even Analysis: Linear Functions

The break-even output can also be calculated algebraically. We know 
that	at	break-even	point,	 TR = TC

That	is,	in	terms	of	TR and TC functions,
 15Q = 100 + 10Q
  5Q = 100
   Q = 20

Thus,	20	is	 the	break-even	output.	Given	the	TR and TC	 functions,	
production	beyond	20	units	will	yield	increasing	profits,	at	least	in	the	short-
run.
Algebra of Break-Even Analysis: The break-even analysis can also be 
presented	algebraically.	At	break-even	volume,

TR = TC
where TR =	 (P × Q) and TC = TFC + TVC. 

In break-even analysis TVC is	defined	as	TVC = AVC × Q.	Thus,
TC = TFC + AVC × Q

Now,	break-even	quantity	(QB) can be obtained as follows.
 TR = TC

 QB ⋅ P = TFC + AVC ⋅ QB	 …(6.3)
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where QB = break-even volume.
Rearranging	Eq.	(6.3),	we	get
 QB ⋅ P – AVC ⋅ QB = TFC

 QB(P – AVC) = TFC

 QB = TFC
P AVC−

 …(6.4)

If	firm’s	TFC,	AVC and P are	known,	QB can be obtained straightaway 
from	Eq.	(6.4).
Limitations:	The	 theory	 of	 break-even	 analysis,	 as	 presented	 above,	 is	
applicable only if cost and revenue functions are linear. Under the condition 
of linear	cost	and	revenue	functions,	TC and TR are straight lines and they 
intersect	at	only	one	point	(as	shown	in	Fig.	6.1.)	dividing	the	whole	range	
of	 output	 into	 two	 parts—profitable	 and	 non-profitable.	 It	may	 give	 the	
impression	that	the	whole	output	beyond	the	break-even	level	is	profitable.	
In	real	life,	however,	market	conditions	keep	changing	due	to	changing	price	
and	cost	levels.	In	reality,	the	cost	and	revenue	functions	may	be	non-linear.	
Non-linearity arises because AVC and price vary with variation in the output. 
As	a	result,	 the	total	cost	(TC) may increase at increasing rates while the 
total	revenue	(TR)	increases	at	decreasing	rates.	Therefore,	at	some	stage	of	
output,	TC may	exceed	TR.	Thus,	there	might	be	two	break-even	points	(as	
shown	in	Fig.	6.2)	instead	of	one.	This	limits	the	profitable	range	of	output	
and	determines	the	lower	and	upper	limits	of	profitable	output.	The	analyst	
should,	therefore,	pre-test	and	verify	the	validity	of	cost	and	revenue	functions	
rather than assuming straightaway the linearity conditions.

6.6.4  Non-linear Cost  and Revenue Functions

Let us now describe the break-even analysis under non-linear cost and 
revenue functions. The non-linear functions are presented in Fig. 6.2. TFC 
line	shows	the	fixed	cost	at	OF and the vertical distance between TC and 
TFC measures	the	total	variable	cost	(TVC). The curve TR shows the total 
sale	proceeds	or	the	total	revenue	(TR) at different levels of output and price. 
The vertical distance between the TR and TC measures	the	profit	or	loss	for	
various levels of output.

As	shown	in	Fig.	6.2,	TR and TC curves	intersect	at	two	points,	B1 and 
B2,	where	TR = TC. These are the lower and upper break-even points. For the 
whole range of output between OQ1 and OQ2,	total	revenue	(TR) is greater 
than	totoal	cost	(TC).	This	is	profit-making	range	of	output.	It	implies	that	a	
firm	producing	an	output	more	than	OQ1 and less than OQ2	will	make	profits.	
In	other	words,	 the	profitable	range	of	output	 lies	between	OQ1 and OQ2 
units of output. Producing less or more than these limits will result in losses.
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Fig. 6.2 Break-even Analysis: Non-linear Functions

6.6.5  Contribution Analysis

Break-even charts can also be used for measuring the contribution made 
by	the	business	activity	towards	covering	the	fixed	costs.	For	this	purpose,	
variable	costs	are	plotted	below	the	fixed	costs	as	shown	in	Fig.	6.3.	Fixed	
costs	are	a	constant	addition	to	the	variable	costs.	In	that	case,	the	total	cost	
line will run parallel to the variable cost line.

Fig. 6.3 Contribution Analysis

The	‘contribution	is	the	difference	between	total	revenue	and	variable	
costs’	arising	out	of	a	business	decision.	At	the	break-even	level	of	output	
OQ in	Fig.	6.3,	contribution	equals	fixed	costs.	Below	the	output	OQ,	the	
total	contribution	is	less	than	the	fixed	cost.	This	amounts	to	loss	to	the	firm.	
Beyond output OQ,	contribution	exceeds	fixed	cost.	The	difference	between	
TR and VC	 is	 the	 contribution	 towards	 profits	 resulting	 from	a	 business	
decision.
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Fig. 6.4 Profit Contribution Analysis

Sometimes,	contribution	over	a	time	period	is	plotted	in	order	to	indicate	
the	commitment	that	the	management	has	made	for	fixed	expenditure,	and	
to	find	the	level	of	output	from	which	it	will	be	recovered	and	profit	will	
begin to emerge. This kind of contribution analysis is graphically presented 
in	Fig.	6.4.	At	output	OQ,	contribution	equals	fixed	cost.	Beyond	output	OQ,	
contribution	includes	net	profit.

6.6.6  Profit: Volume Ratio

The	profit	volume	(PV)	ratio	is	another	handy	tool	used	to	find	the	BEP for 
sales,	specially	for	the	multi-product	firms.	The	formula	for	PV ratio is given 
below.

PV Ratio	= 100S V
S
− ×

where S =	Selling	price,	and	V =	Variable	costs	(average).
For	example,	if	selling	price	(S) = `5	and	variable	cost	(V) = `4 per 

unit,	then,

PV Ratio	=	 5 4 100
5
− ×  = 20 per cent

The	break-even	point	(BEP) of sales value is calculate by dividing the 
fixed	expenses	by	PV ratio as follows.

BEP (Sale	value)	=	
Fixed	Expenses

RatioPV

For	example,	given	the	selling	price	at	`5	per	unit,	average	variable	
expenses	at	`3	per	unit	and	fixed	expenses	(F) of `4,00	pr	mnth,	BEP (sale	
value) is calculated as follows.
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BEP (Sale	Value)	=	 Fixed	Expenses
	RatioPV  or  4000

( ) (5 3)
5

F
S V

S
− −=

=  = `10,000

The break-even sale volume can also be calculated by using the 
ontributin per unit of sale by the following formula.

  BEP (Sale	Value)	=	
Fixed Expenses

Contribution per unit

  BEP = 
4000 4000
(5 – 3) 2

= 	=	2,000	units

The PV ratio	is	not	only	helpful	in	finding	the	break-even	point	but	it	
can also be used for making a choice of the product.

If	there	is	no	time	constraint,	the	choice	should	always	be	for	a	product	
that assures a higher PV ratio.	Otherwise,	PV ratio per time unit is taken as 
the	basis	of	choice.	For	example,	suppose	two	products	A and B involve the 
following variable cost and selling price.

 Products A B

	 Selling	price	per	unit	(`) 2 2.5
	 Variable	cost	pe	unit	(`) 1 1.5

 Machine hour per unit 2 1.0

  PV ratio for A = 
Selling Price – Variable cost

Selling price
 × 100

   = 2 – 1
2  × 100 = 50 per cent

Therefre,	for	each	machine	hour,	PV Ratio		=	50/2	=	25	per	cent

PV	Ratio	for	B 2.5 – 1.5 100
2.5

× =  100 = 40 per cent

Therefore,	for	each	machine	hour,	PV Ratio	=	40	per	cent.	In	this	case,	
product B is preferable to product A.

It may be noticed that break-even charts are good for displaying 
information. The same information is available from simple calculations.

6.6.7 Use of Break-Even Analysis

	 (i) Sales volume can be determined to earn a given amount of return on capital.
	 (ii)	Profit	can	be	forecast	if	estimates	of	revenue	and	cost	are	available.
	 (iii)	Effect	of	change	in	the	volume	of	sales,	sale	price,	cost	of	production,	

can be appraised.
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	 (iv) Choice of products can be made from the available alternatives. 
Product-mix	can	also	be	determined.

	 (v)	 Impact	 of	 increase	 or	 decrease	 in	 fixed	 and	 variable	 costs	 can	 be	
highlighted.

	 (vi)	Effect	of	high	fixed	costs	and	low	variable	costs	to	the	total	cost	can	
be studied.

	 (vii)	Valid	inter-firm	comparisons	of	profitability	can	be	made.
	(viii) Cash break-even chart helps proper planning of cash requirements.
	 (ix)	Break-even	analysis	emphasizes	the	importance	of	capacity	utilization	

for achieving economies.
	 (x) Further help is provided by margin of safety and angle of incidence.

6.6.8 Limitations of Break-even Analysis

We have discussed above that the break-even analysis is based on linear 
assumptions. The linearity assumption can be removed by pre-testing the cost 
and	revenue	functions	and	by	using,	if	necessary,	the	non-linearity	conditions.	
Nevertheless,	the	break-even	analysis	as	such	has	certain	other	limitations.

First,	the	break-even	analysis	can	be	applied	only	to	a	single	product	
system.	Under	 the	 condition	 of	multiple	 products	 and	 joint	 operations,	
the break-even analysis can be applied only if product-wise cost can be 
ascertained	which	is,	of	course,	extremely	difficult.

Second,	break-even	analysis	cannot	be	applied	usefully	where	cost	and	
price data cannot be ascertained beforehand and where historical data are 
not	relevant	for	estimating	future	costs	and	prices.	Despite	these	limitations,	
the break-even analysis may serve a useful purpose in production planning 
if relevant data can be easily obtained.

Check Your Progress

	 1.	What	are	the	two	parts	of	risk	according	to	F.	B.	Hawley?
	 2.	What	are	the	factors	responsible	for	the	rise	of	monopoly?

6.7 ANSWERS TO CHECK YOUR PROGRESS 
QUESTIONS

	 1.	The	two	parts	of	risk	according	to	F.	B.	Hawley	are	(i) compensation 
for actuarial or average loss incidental to the various classes of risks 
necessarily	assumed	by	the	entrepreneur;	and	(ii) an inducement to 
suffer	the	consequences	of	being	exposed	to	risk	in	their	entrepreneurial	
adventures.
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	 2.	Monopoly	may	arise	due	to	such	factors	as:	(i)	economies	of	scale,	 
(ii)	sole	ownership	of	certain	crucial	raw	materials,	(iii) legal sanction 
and	protection,	and	(iv) mergers and takeovers.

6.8 SUMMARY

 •	One	of	the	most	widely	known	theories	of	profit	was	propounded	by	
F.A.	Walker.	According	to	him,	profit	is	the	rent	of	“exceptional	abilities	
that an entrepreneur may possess” over others.

 •	The	risk	theory	of	profit	was	propounded	by	F.B.	Hawley	in	1893.	Risk	
in	business	may	arise	for	such	reasons	as	obsolescence	of	a	product,	
sudden	 fall	 in	 prices,	 non-availability	 of	 certain	 crucial	materials,	
introduction	of	a	better	substitute	by	a	competitor,	and	risks	due	to	
fire,	war,	etc.

 •	 Frank	H.	Knight	treated	profit	as	a	residual	return	to	uncertainty	bearing,	
not	to	risk	bearing.	Obviously,	Knight	made	a	distinction	between	risk	
and uncertainty.

 •	The	innovation	theory	of	profit	was	developed	by	Joseph	A.	Schumpeter7 

His	theory	of	profit	is,	in	fact,	the	constituent	of	his	theory of economic 
development.

 •	Monopoly	 is	 said	 to	 be	 another	 source	 of	 pure	 profit.	Monopoly	
characterizes	a	market	situation	in	which	there	is	a	single	seller	of	a	
commodity without a close substitute.

 •	Capital	gains	and	losses	are	regarded	as	‘windfalls’.	Fluctuation	in	the	
stock	prices	is	one	of	the	most	common	sources	of	‘windfalls’.

 •	A	business	is	considered	to	be	sound	if	it	includes	consistency	in	earning	
profit	while	considering	the	various	risks	as	well.

 • The break-even analysis is an important analytical technique used to 
study	the	relationship	between	the	total	costs,	total	revenue	and	total	
profit	and	loss	over	the	whole	range	of	stipulated	output.

6.9 KEY WORDS

 • Operating loss: It is the state in which a company’s operating	expenses	
exceed	its	income	for	a	given	period	of	time,	usually	a	quarter	or	a	
year. 

 • Capital gain: It is a rise in the value of a capital	asset	(investment	or	
real estate) that gives it a higher worth than the purchase price.

 • Opportunity cost: It is an economics term that refers to the value of 
what you have to give up in order to choose some other option in its 
place.
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EXERCISES

Short-Answer Questions

	 1.	Write	short	notes	on	the	following:
	 	 (a)	 Walker’s	Theory	of	Profit	 (b)	 Knight’s	Theory	of	Profit
	 2.	How	does	monopoly	function	as	a	source	of	pure	profit?
 3. State the limitations of break-even analysis.

Long-Answer Questions

	 1.	Discuss	the	concept	of	valuation	of	stock	and	profit.
	 2.	Explain	the	application	of	the	break-even	technique.
 3. Describe the uses of break-even analysis.
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	 7.2	 Analysis	of	Decisions	and	Classification	of	Managerial	Decision	Problems	

	 7.2.1	 Microeconomic	Theories	Applied	to	Internal	Issues
	 7.2.2	 Macroeconomics	Applied	to	Business	Decisions
	 7.2.3	 Macroeconomic	Factors
	 7.2.4	 Decision	Theory	

 7.3 Risk and Uncertainty
	 7.3.1	 Meaning	of	Risk
	 7.3.2	 Meaning	of	Uncertainty
	 7.3.3	 Probability	Theorems

	 7.4	 Answers	to	Check	Your	Progress	Questions
	 7.5	 Summary
 7.6 Key Words
	 7.7	 Self	Assessment	Questions	and	Exercises
	 7.8	 Further	Readings

7.0 INTRODUCTION

The	 scope	of	managerial	 economics	 is	 comprised	of	 economic	 concepts,	
theories	and	tools	of	analysis	that	can	be	applied	in	the	process	of	business	
decision	making	to	analyse	business	problems,	to	evaluate	business	options,	
to	 assess	 the	 business	 prospects,	with	 the	 purpose	 of	finding	 appropriate	
solution	to	business	problems	and	formulating	business	policies	for	future.	As	
noted	above,	economic science	has	two	major	branches,	viz.,	microeconomics 
and macroeconomics. In	this	unit,	you	will	study	about	managerial	decision	
making,	risk	and	uncertainty,	decision	theory,	classification	of	managerial	
decision	problems	and	probability	theorems.

7.1 OBJECTIVES

After	going	through	this	unit,	you	will	be	able	to:
 •	Discuss	the	application	of	macroeconomics	to	business	decisions
 •	Define	risk	and	uncertainty
 •	Explain	probability	theorems
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CLASSIFICATION OF MANAGERIAL DECISION 
PROBLEMS 

Both	Microeconomics	and	Macroeconomics	are	applied	to	business	analysis	
and	business	decision	making	depending	on	 the	nature	of	 the	 issue	 to	be	
examined.	Managerial	decision	issues	can	be	divided	broadly	under	two	broad	
categories:	(a) Internal managerial issues	and	(b) External environmental 
issues.

In	brief,	microeconomic	theories	and	analytical	tools	are	applied	to	
internal managerial or operational issues and	macroeconomic	theories	and	
analytical	techniques	are	applied	to	assess	the	external and environmental 
issues.	Let	us	now	look	at	the	nature	and	areas	of	internal	managerial	issues	
and	environmental	issues	and	how	micro	and	macro-economic	theories	are	
applied	to	resolve	the	business	issues.

7.2.1 Microeconomic Theories Applied to Internal Issues

Internal managerial issues refer	 to	decision-making	 issues	 arising	 in	 the	
management	of	the	firm.	Internal	managerial	issues	include	problems	that	
arise	in	operating	the	business	organization.	All	such	managerial	issues	fall	
within	the	purview	and	the	control	of	the	managers.	Some	of	the	basic	internal	
management	issues	can	be	listed	as	follows.
 •	What	to	produce—choice	of	the	business
 •	How	much	to	produce—determining	the	size	of	the	firm
 •	How	to	produce	choice	of	efficient	and	affordable	technology
 •	How	to	price	the	product—determining	the	price	of	the	product
 •	How	to	promote	sale	of	the	product
 •	How	to	face	price	competition	from	the	competing	firms
 •	How	to	enlarge	the	scale	of	production—planning	new	investment
 •	How	to	manage	profit	and	capital.

The	microeconomic	theories	and	tools	of	analysis	that	provide	a	logical	
basis	and	ways	and	means	to	find	a	reasonable	solution	to	business	problems	
constitute	 the	microeconomic	 scope	of	managerial	 economics.	The	main	
microeconomic	theories	that	fall	within	the	scope	of	managerial	economics	
are	follows:
Theory of consumer demand: Theory	of	consumer	demand	analyses	 the	
decision	-making	behaviour	of	the	consumers.	The	decision-making	behaviour	
of	the	consumer	relates	to	such	questions	as:	how	consumers	decide	what	to	
consume;	how	much	to	consume;	how	much	to	buy,	and	how	consumers	react	
to	change	in	price	of	the	products	they	consume	and	price	of	their	substitutes.	
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Demand	theory	combined	with	quantitative	tools	helps	in	assessing	the	total	
demand	for	a	product	at	different	prices.	Thus,	the	consumer	demand	theory	
helps	in	deciding	‘what	to	produce’.
Theory of production: Theory	of	production	analyses	the	nature	of	input-
output	relationship.	It	explains	how	output	changes	with	change	in	inputs—
labour	or	capital—given	the	technology.	It	provides	guidance	in	the	choice	
of	technology	and	in	maximizing	the	output	from	the	resources	of	the	firm.	
Thus,	the	knowledge	and	application	of	the	theory	of	production	helps	in	
determining	the	optimum	level	of	production,	the	size	of	the	firm,	and	the	
employment	of	labour	and	capital.
Theory of cost: Theory	of	cost	analysis	the	nature	and	pattern	of	change	in	
cost	of	production	with	change	in	output.	Specifically,	theory	of	cost	reveals	
the	change	in	total,	marginal	and	average	cost	of	production.	Application	of	
cost	theory	helps	in	knowing	the	cost	behaviour	with	increase	in	production	
and	in	determining	the	output	that	minimizes	the	average	cost	production.	
In	view	of	profit-maximization	objective,	this	theory	helps	in	determining	
the	profit	maximizing	output,	give	the	price	of	the	product.
Theory of price  determination: The	theory	of	price	determination	offers	
an	 analysis	 of	 how	price	 is	 determined	 under	 different	 kinds	 of	market	
conditions.	Market	 conditions	 are	 determined	 on	 the	 basis	 of	 degree	 of	
competition	 between	 the	 firms	 of	 the	 industry—perfect	 competition,	
monopolistic	 competition,	 oligopoly	 and	monopoly.	The	 theory	 of	 price	
determination	combined	with	the	cost	theory	helps	firms	in	determining	the	
profit	maximizing	price	of	their	product.
Theory of capital and investment decisions: Capital	 is	 the	 foundation	
of	business	firms.	An	efficient	management	of	capital	 is	one	of	 the	most	
important	functions	of	the	managers	as	it	is	the	determinant	of	the	success	
of	 the	firm.	The	major	issues	in	capital	management	are	(i)	 the	choice	of	
investment	avenues,	(ii)	assessing	the	efficiency	and	productivity	of	capital	
investment	avenues,	and	(iii)	making	the	choice	of	most	efficient	investment	
project.	The	theory	of	capital	contributes	a	great	deal	in	making	appropriate	
investment	decisions.

7.2.2 Macroeconomics Applied to Business Decisions

As	noted	above,	macroeconomics	 is	 the	study	of	economic	conditions	of	
the	economy	as	a	whole	whereas	a	firm	is	a	small	unit	of	the	economy.	As	
such,	macroeconomic	 theories	 are	 not	 directly	 applicable	 to	managerial	
decisions.	However,	business	managers,	while	making	business	decisions,	
cannot	assume	the	economic	conditions	of	the	country	to	remain	the	same	
for	 ever.	As	 a	matter	 of	 fact,	 economic	 conditions	 of	 the	 country	 keep	
changing.	Changing	economic	conditions	change	the	economic	environment	
of	 the	 country,	 and	 thereby	business	 environment	 and	business	 prospect.	
And,	as	management	experts	Weihrich	and	Koontz	point	out,	“...	managers	
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cannot	perform	their	task	well	unless	they	have	an	understanding	of,	and	are	
responsive	to	the	many	elements	of	the	external	environment—economic,	
technological,	social,	political,	and	ethical	factors	that	affect	their	areas	of	
operations.”	Therefore,	while	making	business	 decisions,	managers	 have	
to	take	into	account	the	economic	environment	of	the	country.	The	factors	
which,	in	general,	determine	the	economic	environment	of	a	country	are	(i) 
the	general	trend	in	national	income	(GDP),	saving	and	investment,	prices,	
employment,	etc.,	(ii)	the	structure	and	role	of	the	financial	institutions,	(iii) 
the	level	and	trend	in	foreign	trade,	(iv)	economic	policies	of	the	government,	
(v)	socio-economic	organizations	like	trade	unions,	consumer	associations,	
and	(vi)	political	environment.

It	is	far	beyond	the	powers	of	a	single	firm,	howsoever	large	it	may	
be,	 to	 determine	 the	 course	 of	 economic,	 political	 and	 social	 conditions	
of	the	country.	But	the	environmental factors	have	a	far	reaching	bearing	
on	 the	 functioning	 and	 performance	 of	 the	 business	firms.	Therefore,	 it	
is	 essential	 for	 business	decision-makers	 to	 take	 in	view	 the	present	 and	
future	economic	environment	of	the	country.	It	is	essential	because	business	
decisions	 taken	 ignoring	 the	 environmental	 factors	may	not	 only	 fail	 to	
produce	the	result	but	may	also	cause	heavy	losses.	This	is	what	happened	
in	case	of	establishing	a	SEZ	in	Nandigram	and	Tata’s	small	car	project	in	
Singrur	district	of	West	Bengal	in	2009–10.	Therefore,	while	taking	decision	
regarding	forward	planning	and	programmes	on	(a)	expanding	the	scale	of	
production,	(b)	setting	up	new	plants,	and	(c)	introduction	of	new	products.	
The	major	macroeconomic	 issues	and	 factors	 that	business	managers	are	
supposed	to	take	in	view	while	making	decisions	with	long-term	implications	
are	described	here	briefly.

7.2.3 Macroeconomic Factors

The	major	macroeconomic	 environmental	 factors	 that	figure	 in	 business	
decisions,	especially	those	related	to	forward	planning	and	formulation	of	
strategy,	may	be	described	under	the	following	three	categories.
1. Trend in the Economy: The	overall	trend	in	the	economy	is	determined	
by	the	trend	in	macroeconomic	factors,	viz.,	Gross	national	product	(GNP),	
economic	 growth	 rate,	 saving	 and	 investment,	 saving	 and	 investment,	
general	price	level,	employment,	and	investment	climate.	The	trend	in	these	
factors	determines	the	future	prospect	of	business	corporations.	For	example,	
economic	 slowdown	 in	 the	 Indian	 economy	 and	 a	 high	 rate	 of	 inflation	
during	2012–12	has	led	to	decline	in	demand	and	hence	decline	in	industrial	
production	from	4.3	per	cent	in	2012	to	2.2	per	cent	in	Q2	of	2013.	Therefore,	
firms	planning	to	expand	their	size	or	to	set	up	a	new	unit	take	the	view	of	the	
general	trend	in	the	economy	and	demand	level	and	its	effect	on	the	demand	
for	their	product.	A	comprehensive	view	of	these	factors	can	be	obtained	by	
using	macroeconomic	concepts	and	theories.
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2. International Economic Conditions: Business	 corporations	 involved	
in	 foreign	 trade	and	financial	 transactions	 are	 affected	directly	 and	more	
heavily	 than	 the	 rest	 of	 the	domestic	 economy	by	 the	fluctuations	 in	 the	
international	economy.	Fluctuations	in	the	international	trade,	exchange	rate	
and	financial	flows	affect	the	economy	of	inter	related	countries	and,	thereby,	
the	business	corporations.	For	example,	the	‘sub-prim	financial	crisis’	of	the	
US	in	2008–09	led	to	collapse	of	the	European	countries	and	caused	decline	
in	growth	rate	of	China	and	India.	The	decline	in	growth	rate	has	adverse	
impact	on	the	domestic	industries.	Therefore,	it	is	in	the	interest	of	the	business	
corporations	having	international	transactions	to	take	a	comprehensive	view	
of	trends	in	the	global	economy.	International	economics	which	constitutes	a	
branch	of	macroeconomics	provides	guidelines	for	assessing	the	international	
economic	conditions.
3. Government Policies:	 Government’s	 economic	 policies,	 especially	
monetary,	fiscal,	industrial	and	foreign	trade	policies,	play	a	crucial	role	in	
determining	the	internal	economic	environment	of	the	country.	Economic	
policies	 affect	 functioning	of	 the	 business	firms	 adversely	 or	 favourably	
depending	on	policy	objectives.	Therefore,	while	taking	business	decisions,	
business	managers	are	required	to	have	the	knowledge	of	how	government’s	
economic	policies	can	affect	their	business.	Macroeconomic	theories	provide	
the	theoretical	framework	and	analytical	models	to	measure	the	effects	of	
government	policies.

In	 brief,	 the	 scope	 of	managerial	 economics	 consists	 of	 economic	
theories,	tools	of	analysis,	concepts	and	methodology	that	can	be	applied	
to	managerial	 decision	making.	 Economics	 has	 two	major	 branches—
microeconomics	 and	macroeconomics.	The	main	 economic	 theories	 and	
tools	of	analysis	of	both	microeconomics	and	macroeconomics	constitute	
the	subject	matter	of	managerial	economics.	Microeconomic theories and 
analytical tools	 are	 applied	 to	 business	 decision	 pertaining	 to	 internal	
management	 problems	 like	 the	 choice	 of	 product,	 technology,	 quantity	
of	product,	price	of	 the	product,	scale	of	production	in	future,	method	of	
facing	competition	and	promotion	of	sales,	etc.	Macroeconomic	theories	and	
analytical	methods	are	applied	to	external	environmental	issues	like	assessing	
the	present	and	future	economic	conditions	of	the	country,	growth	prospects,	
price	level	and	business	prospects.

7.2.4 Decision Theory 

Framework	of	logical	and	mathematical	concepts,	aimed	at	helping	managers	
in	formulating	rules	that	may	lead	to	a	most	advantageous	course	of	action	
under	the	given	circumstances.	Decision	theory	divides	decisions	into	three	
classes	(1)	Decisions	under	certainty:	Under	this,	a	manager	has	far	too	much	
information	to	choose	the	best	alternative.	(2)	Decisions	under	conflict:	Under	
this,	a	manager	has	to	anticipate	moves	and	counter-moves	of	one	or	more	
competitors.	(3)	Decisions	under	uncertainty:	Under	this,	a	manager	has	to	
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find	out	a	lot	of	data	to	make	sense	of	what	is	going	on	and	what	it	is	leading	
to.	See	also	game	theory.

7.3 RISK AND UNCERTAINTY

Certainty	is	the	state	of	perfect	knowledge	about	the	market	conditions.	In	the	
state	of	certainty,	there	is	only	one	rate	of	return	on	the	investment	and	that	
rate	is	known	to	the	investors.	That	is,	in	the	state	of	certainty,	the	investors	
are	fully	aware	of	the	outcome	of	their	investment	decisions.	For	example,	if	
you	deposit	your	savings	in	‘fixed	deposit’	bearing	10%	interest,	you	know	
for	certain	that	the	return	on	your	investment	in	time	deposit	is	10%,	and	
FDR can	be	converted	into	cash	any	day.	Or,	if	you	buy	government	bonds,	
treasury	bills,	etc.	bearing	an	interest	of	11%,	you	know	for	sure	that	the	
return	on	your	investment	is	11%	per	annum,	your	principal	remaining	safe.	
In	either	case,	you	are	sure	that	there	is	little	or	no	possibility	of	the	bank	or	
the	government	defaulting	on	interest	payment	or	on	refunding	the	money.	
This	is	called	the	state of certainty.

In	reality,	however,	there	is	a	vast	area	of	investment	avenues	in	which	
the	outcome	of	investment	decisions	is	not	precisely	known.	The	investors	
do	not	know	precisely	or	cannot	predict	accurately	the	possible	return	on	
their	investment.	Some	examples	will	make	the	point	clear.	Suppose	a	firm	
invests	in	R&D	to	innovate	a	new	product	and	spends	money	on	its	production	
and	sale.	The	success	of	the	product	in	a	competitive	market	and	the	return	
on	investment	in	R&D	and	in	production	and	sale	of	the	product	can	hardly	
be	 predicted	 accurately.	There	 is,	 therefore,	 an	 element	 of	 uncertainty.	
Consider	another	example.	Suppose	a	company	doubles	its	expenditure	on	
advertisement	of	its	product	with	a	view	to	increasing	its	sales.	Whether	sales	
will	definitely	increase	proportionately	or	otherway	can	hardly	be	forecast	
with	a	high	degree	of	certainty,	for	it	depends	on	a	number	of	unpredictable	
conditions.	Consider	yet	another	example.	Maruti	Udyog	Limited	(MUL) 
decided	in	July	2000	to	invest	money	in	financing	the	sale	of	its	own	cars	
with	a	view	to	preventing	the	downslide	in	its	sales	which	it	had	experienced	
over	the	past	two	years.	However,	the	managers	of	MUL	could	hardly	claim	
the	knowledge	of	or	predict	the	outcome	of	this	decision	accurately.	So	this	
decision involves risk and uncertainty.	In	real	life	situations,	in	fact,	a	large	
number	 of	 business	 decisions	 are	 taken	under	 the	 conditions	 of	 risk	 and	
uncertainty,	 i.e.,	 the	 lack	of	precise	knowledge	about	 the	outcome	of	 the	
business	decisions.	Let	us	now	look	into	the	precise	meaning	of	the	terms	
risk and uncertainty in business decisions.

7.3.1 Meaning of Risk

In	common	parlance,	risk	means	a	low	probability	of	an	expected	outcome.	
From	business	decision-making	point	of	view,	risk	refers	to	a	situation	in	
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which	a	business	decision	is	expected	to	yield	more	than	one	outcome	and	
the	probability	of	each	outcome	is	known	to	the	decision	makers	or	it	can	
be	reliably	estimated.	For	example,	if	a	company	doubles	its	advertisement	
expenditure,	there	are	four	probable	outcomes:	(i)	its	sales	may	more-than-
double,	 (ii)	 they	may	 just	double,	 (iii)	 increase	 in	sales	may	be	 less	 than	
double,	and	(iv)	sales	do	not	increase	at	all.	The	company	has	estimated	the	
probabilities	of	the	four	possible	outcomes	on	the	basis	of	its	past	experience	
as	(i)	more-than	double	–	20%	(or	0.2),	(ii)	almost	double	–	40%	(or	0.4),	
(iii)	less-than	double	–	50%	(or	0.5)	and	(iv)	no	increase	–	10%	(or	0.1).	It	
means	that	there	is	80%	risk	in	expecting	more-than-double	increase	in	sales,	
and	60%	risk	in	expecting	doule	increase	in	sales,	and	so	on.

There	are	two	approaches	to	estimating	probabilities	of	outcomes	of	
a	business	decision,	viz.,	(i) a priori approach,	i.e.,	the	approach	based	on	
deductive	 logic	 or	 intuition	 and	 (ii) posteriori approach,	 i.e.,	 estimating	
the	probability	statistically	on	the	basis	of	the	past	data.	In	case	of	a priori 
probability,	we	know	that	when	a	coin	is	tossed,	the	probabilities	of	‘head’	
or	‘tail’	are	50:50,	and	when	a	dice	is	thrown,	each	side	has	1/6	chance	to	
be	on	the	top.	The	posteriori	assumes	that	the	probability	of	an	event	in	the	
past	will	hold	in	future	also.	The	probability	of	outcomes	of	a	decision	can	
be	estimated	statistically	by	way	of	‘standard	deviation’	and	‘coefficient	of	
variation’.

7.3.2 Meaning of Uncertainty

Uncertainty refers to a situation in which there is more than one outcome of 
a business decision and the probability of no outcome is known nor can it 
be reliably estimated.	The	unpredictability	of	outcome	may	be	due	to	lack	of	
reliable	market	information,	inadequate	past	experience,	and	high	volatility	
of	the	market	conditions.	For	example,	if	an	Indian	firm,	highly	concerned	
with	population	burden	on	the	country,	invents	an	irreversible	sterility	drug,	
the	outcome	regarding	its	success	is	completely	unpredictable.	Consider	the	
case	of	insurance	companies.	It	is	possible	for	them	to	predict	fairly	accurately	
the	probability	of	death	rate	of	insured	people,	accident	rate	of	cars	and	other	
automobiles,	rate	of	buildings	catching	fire,	and	so	on,	but	it	is	not	possible	to	
predict	the	death	of	a	particular	insured	individual,	a	particular	car	meeting	
an	accident	or	a	particular	house	catching	fire,	etc.

The	long-term	investment	decisions	involve	a	great	deal	of	uncertainty	
with	unpredictable	outcomes.	But,	in	reality,	investment	decisions	involving	
uncertainty	have	to	be	taken	on	the	basis	of	whatever	information	can	be	
collected,	generated	and	‘guesstimated’.	For	the	purpose	of	decision-making,	
the	uncertainty	is	classified	as:
	 (a)	 complete	ignorance,	and
	 (b)	 partial	ignorance.
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In case of complete ignorance,	investment	decisions	are	taken	by	the	
investor	using	their	own	judgement	or	using	any	of	the	rational	criteria.	What	
criterion	he	 chooses	depends	on	his	 attitude	 towards	 risk.	The	 investor’s	
attitude	towards	risk	may	be	that	of
	 (i)	 a	risk	averter,
	 (ii) a risk neutral or
	 (iii) a risk seeker or risk lover.

In	simple	words,	a	risk	averter	avoids	investment	in	high-risk	business.	
A	risk-neutral	investor	takes	the	best	possible	decision	on	the	basis	of	his	
judgement,	understanding	of	the	situation	and	his	past	experience.	He	does	
his	best	and	leaves	the	rest	to	the	market.	A	risk	lover	is	one	who	goes	by	the	
dictum	that	‘the	higher	the	risk,	the	higher	the	gain’.	Unlike	other	categories	
of	investors,	he	prefers	investment	in	risky	business	with	high	expected	gains.

In case of partial ignorance,	on	the	other	hand,	there	is	some	knowledge	
about	the	future	market	conditions;	some	information	can	be	obtained	from	
the	experts	in	the	field,	and	some	probability	estimates	can	be	made.	The	
available	information	may	be	incomplete	and	unreliable.	Under	this	condition,	
the	decision-makers	 use	 their	 subjective	 judgement	 to	 assign	 an	a priori 
probability	to	the	outcome	or	the	pay-off	of	each	possible	action	such	that	
the sum of such probability distribution is always equal to one.	This	is	called	
subjective probability distribution.	The	investment	decisions	are	taken	in	this	
case	on	the	basis	of	the	subjective probability distribution.

7.3.3 Probability Theorems

In	contrast	with	the	methods	discussed	above,	the	probabili ty theory method 
considers	a	whole	range	of	possible	risk-return	combinations	which	represent	
adequately	 the	 full	 range	of	 alternative	outcomes	of	 a	 risky	undertaking.	
Therefore,	it	is	necessary	to	consider	a	large	number	of	alternative	cash-flows	
and	the	associated	probabilities,	for	each	time	period	under	consideration.	
The	process	is	illustrated	in	Table.	7.1.

Table 7.1 Alternative Cash-Flows and Associated Probabilities
 Alternative  1st Year 2nd Year 3rd Year 
	 Cash	flows	

 (`) Probability Expected Probability Expected Probability Expected
   Returns  Returns  Returns
 1000 0.50 500 0.50 500 0.70 700

 2000 0.25 500 0.40 800 0.30 600

	 3000	 0.15	 450	 0.10	 300	 0.00	 —

	 4000	 0.10	 400	 0.00	 —	 0.00	 —

	 Total	 1.00	 1850	 1.00	 1600	 1.00	 1300
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As	the	table	shows,	given	the	alternative	cash-flows	and	the	associated	
probabilities,	the	expected	returns	with	probability	1	are	̀ 1850	in	the	1st	year,	
`1600	in	the	2nd	year	and	̀ 1300	in	the	3rd	year.	These	expected	returns	may	
now	be	discounted	to	their	present	value.	The	rest	of	the	decision	procedure	
is	the	same	as	in	case	of	discounted	present	value	criterion.
Limitations.	The	probability	theory	method	has	a	limited	application.	It	can	
be	applied	only	if	a	large	number	of	similar	investments	are	to	be	undertaken	
and	if	one	project	fails	to	yield	the	expected	return,	others	faring	so	well	that	
the	loss	is	more	than	compensated.	This	method	is	more	appropriate	for	in-
surance	policies.	Among	the	insurance	policy-holders,	only	a	few	die	before	
the	 terminal	 date	 of	 insurance	policy.	Only	 in	 these	 cases,	 the	 insurance	
company	suffers	a	loss.	But,	since	most	policy-holders	survive	till	the	maturity	
date	of	the	policy,	the	insurance	company	makes	profits	which	more	than	
compensate	for	the	loss	caused	by	the	death	of	some	policy-holders	before	
the	policy	matures.

Probability Theory Approach and Portfolio Selection: Markowitz 
Approach

Despite	 its	 limitations,	 the	 probability	 theory	method	 has	 a	 great	 deal	
of	 application	 to	 the	 problem	of	 portfolio	 selection	 of	 securities,	 i.e.,	 in	
determining	 the	 optimum	 combination	 of	 stocks,	 bonds,	 government	
securities	and	other	financial	 instru	ments.	The	application	of	 this	method	
to	the	problem	of	portfolio	selection	is	an	exemplary	case.	In	his	approach,	
Morkowitz	has	utilized	two	focal	measures:	(i)	an	index	of	expected	returns,	
and	(ii)	an	index	of	risk.	The	index	of	expected	returns	can	be	constructed	
by	computing	the	average	expected	earning.	The	index	of	risk	is	constructed	
on	the	basis	of	standard	deviation	of	the	expected	earning.	Then	a	series	of	
combinations	of	risk	and	return	can	be	formed	for	different	kinds	of	financial	
instruments.	These	combinations	when	graphed	give	a	risk-return	probability	
curve,	showing	the	various	rates	of	return	and	the	associated	risk,	as	shown	
by	the	curve	RP	in	Fig.	7.1.	This	curve	shows	the	various	combinations	of	
return	rates	and	the	associated	risk.

Fig. 7.1 Risk-Earning Combination
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The	curve	RP	is	called	the	risk-earning possibility curve.	The	various	
points	on	the	curve	RP	represent,	in	a	sense,	the	opti	mal	combinations	of	
risk	and	return:	the	lower	the	risk,	the	lower	the	return	and	the	higher	the	
risk,	the	higher	the	return.	As	such,	a priori	choice	of	a	particular	point	will	
be	arbitrary.	Those	who	prefer	lower	risk	and	lower	income	would	choose	
a	point	on	the	lower	part	of	the	curve,	e.g.,	point	L,	and	those	who	prefer	
higher	risk	and	higher	return	would	choose	point	H.	This	pattern	of	portfolio	
selection	does	not	provide	an	optimal	combi	nation	of	stocks	and	securities.

The	optimal	combination	of	portfolio	can,	however,	be	deter	mined	by	
superimposing	a	risk-return indifference map on	the	same	figure,	as	shown	
by curves I1,	 I2 and I3.	 It	 is	 not	 impossible,	 at	 least	 in	principle,	 to	draw	
risk-return	indifference	curves	for	the	prospective	investors.	The	risk-return	
indifference	curves	would,	of	course,	be	inverted	as	compared	with	standard	
indifference	 curves	 used	 in	 consumer’s	 analysis	 or	 isoquant	 curves	 used	
in	the	analysis	of	optimal	input-combination.	Con	trary	to	the	indifference	
curves	and	isoquants,	the	risk	return	indifference	curves	(I1,	I2 and I3)	have	a	
positive	slope	because	as	the	risk	increases,	a	relatively	higher	rate	of	return	
must	be	associated	with	it	to	keep	the	investor	indifferent	between	the	lower	
and	higher	risk-return	combinations.

Given	the	properties	of	the	risk-earning	possibility	curve	and	the	risk-
return	 indifference	curves,	one	of	 the	 latter	 is	bound	 to	be	 tangent	 to	 the	
former.	Such	as	it	is,	the	optimal combination of portfolio	is	decided	by	the	
point	of	tangency	between	the	risk-return	possibility	curve	and	the	risk-return	
indifference	curve.	The	optimal	combination	is	shown	by	point	T	in	Fig.	7.1.	
This	proposition	is,	however,	only	a	theoretical	solution	to	the	problem	of	
portfolio	selection.	In	practice,	it	depends	to	a	great	extent	on	the	attitude	of	
the	investors	towards	the	risk.

Check Your Progress

	 1.	What	are	the	major	issues	in	capital	management?
	 2.	List	the	basic	internal	management	issues.
	 3.	Name	the	two	types	of	uncertainty.	

7.4 ANSWERS TO CHECK YOUR PROGRESS 
QUESTIONS

	 1.	The	major	issues	in	capital	management	are	(i)	the	choice	of	investment	
avenues,	 (ii)	 assessing	 the	 efficiency	 and	 productivity	 of	 capital	
investment	 avenues,	 and	 (iii)	making	 the	 choice	 of	most	 efficient	
investment	project.
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	 2.	Some	of	the	basic	internal	management	issues	can	be	listed	as	follows.	
 •	What	to	produce—choice	of	the	business	
 •	How	much	to	produce—determining	the	size	of	the	firm	
 •	How	to	produce	choice	of	efficient	and	affordable	technology	
 •	How	to	price	the	product—determining	the	price	of	the	product	
 •	How	to	promote	sale	of	the	product	
 •	How	to	face	price	competition	from	the	competing	firms	
 •	How	to	enlarge	the	scale	of	production—planning	new	investment	
 •	How	to	manage	profit	and	capital.
	 3.	The	 two	 types	 of	 uncertainty	 are	 complete	 ignorance	 and	 partial	

ignorance.

7.5 SUMMARY

 •	 Internal	managerial	issues	refer	to	decision-making	issues	arising	in	the	
management	of	the	firm.	Internal	managerial	issues	include	problems	
that	arise	in	operating	the	business	organization.

 •	The	microeconomic	 theories	 and	 tools	 of	 analysis	 that	 provide	 a	
logical	 basis	 and	ways	 and	means	 to	find	 a	 reasonable	 solution	 to	
business	problems	constitute	the	microeconomic	scope	of	managerial	
economics.

 •	Theory	of	cost	analysis	 the	nature	and	pattern	of	change	 in	cost	of	
production	with	change	in	output.	Specifically,	theory	of	cost	reveals	
the	change	in	total,	marginal	and	average	cost	of	production.

 •	As	a	matter	of	fact,	economic	conditions	of	the	country	keep	changing.	
Changing	economic	conditions	change	the	economic	environment	of	
the	country,	and	thereby	business	environment	and	business	prospect.	

 •	The	 overall	 trend	 in	 the	 economy	 is	 determined	 by	 the	 trend	 in	
macroeconomic	factors,	viz.,	Gross	national	product	(GNP),	economic	
growth	rate,	saving	and	investment,	saving	and	investment,	general	
price	level,	employment,	and	investment	climate.

 •	Government’s	economic	policies,	especially	monetary,	fiscal,	industrial	
and	foreign	trade	policies,	play	a	crucial	role	in	determining	the	internal	
economic	environment	of	the	country.

 •	 Framework	of	logical	and	mathematical	concepts,	aimed	at	helping	
managers	in	formulating	rules	that	may	lead	to	a	most	advantageous	
course	of	action	under	the	given	circumstances.

 •	Certainty	is	the	state	of	perfect	knowledge	about	the	market	conditions.	
In	the	state	of	certainty,	there	is	only	one	rate	of	return	on	the	investment	
and	that	rate	is	known	to	the	investors.
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 •	Uncertainty	refers	to	a	situation	in	which	there	is	more	than	one	outcome	
of	a	business	decision	and	the	probability	of	no	outcome	is	known	nor	
can	it	be	reliably	estimated.

 •	 In	contrast	with	the	methods	discussed	above,	the	probability theory 
method	considers	a	whole	range	of	possible	risk-return	combinations	
which	represent	adequately	the	full	range	of	alternative	outcomes	of	a	
risky	undertaking.

7.6 KEY WORDS

 • Risk:	It	means	a	low	probability	of	an	expected	outcome.
 • Uncertainty:	It	refers	to	a	situation	in	which	there	is	more	than	one	

outcome	of	a	business	decision	and	the	probability	of	no	outcome	is	
known	nor	can	it	be	reliably	estimated.

7.7 SELF ASSESSMENT QUESTIONS AND 
EXERCISES

Short-Answer Questions

	 1.	Write	a	short	note	on	the	theory	of	price	determination.
	 2.	Briefly	mention	the	decision	theory.
	 3.	How	do	you	differentiate	between	certainty	and	uncertainty?

Long-Answer Questions

	 1.	Discuss	 the	major	macroeconomic	 factors	 that	 influence	 business	
decisions.

	 2.	What	are	the	limitations	of	the	probability	theory	method?
	 3.	Critically	analyse	the	application	of	macroeconomic	theories	to	business	

decisions.
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8.0 INTRODUCTION

All economies of the world have been endeavouring to achieve economic 
development through economic planning.

Economic planning has no definite and universally accepted definition. 
Most often, it depicts well-managed and rational economic system in which 
all economic activities are executed according to envisaged goals with an 
aim to achieve maximum social welfare. All the predetermined objectives are 
realized within a fixed time period. In this unit, you will study about objectives 
of economic planning, MRTP Act, evil effects of economic concentration and 
the introduction and implementation of industrial policies in India.

8.1 OBJECTIVES

After going through this unit, you will be able to:
 • List the objectives of economic planning
 • Discuss the functions of the MRTP Act
 • Discuss the various Industrial Policies implemented in India in the 

pre-1991 period
 • Analyse the New Industrial Policy, 1991
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Immediately after achieving independence in 1947, the All India Congress 
Committee (AICC) appointed the Economic Programme Committee in 
November 1947. This Committee was chaired by Jawaharlal Nehru. The 
AICC stated that one aim should be to evolve an economic structure, which 
will yield maximum production without operation of private monopolies and 
create a proper balance between urban and rural economies. The Committee 
was of the opinion that such a social structure can provide an alternative to 
acquisitive economy of private capitalism and the regimentation of totalitarian 
state. This gave rise to the idea of mixed economy. 

The Economic Programme Committee submitted its detailed proposal 
on 25 January 1948 and recommended to establish a permanent planning 
commission. On 6 April 1948, the first Industrial Policy was announced. In 
March 1950, the Planning Commission was set up by the Government of 
India under the chairmanship of Jawaharlal Nehru to prepare a plan for the 
effective and balanced utilization of country’s resources. In July 1951, the 
Planning Commission issued the draft outline of the First Five Year Plan 
(1951 to 1956).

Objectives of Five Year Plans

India embarked on the path of planned economic development on 1 April 
1951. Since then, it has gone through Twelve Five Year Plans. Some of the 
objectives of these plans have been as follows: 
 • To increase national income and per capita income
 • To raise agricultural production
 • To industrialize the economy
 • To achieve balanced regional development
 • To expand employment opportunities
 • To eradicate poverty
 • To reduce income and wealth inequalities
 • To achieve self-reliance

8.3 CONTROL OF BIG BUSINESS

India’s independence was followed by the introduction of several changes 
in India, one of them being the establishment of big business houses such as 
that of Tata and Birla. After independence, India adopted in the centralized 
planning system—five year plans which provided a detailed account of the 
utilization of the country’s resources in the coming five years. The main 
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objective of the five year plans was to accelerate the economic and industrial 
growth of the country. 

Most of the laws and policies that were passed during that time were 
based on the Principle of Command-and-Control. The government interfered 
in the matters of the private businesses and houses with the objective of 
promoting the public sector of the country which would lead to the growth of 
the economy. The private industries were required to take approval licenses 
from the government in order to function. The government used to support the 
big business houses as they largely contributed to the growth of the economy. 
Hence, it became easy for them to obtain licences. This eventually led to 
the concentration of economic power in the hands of few big industrialists. 
Consequently, the MRTP Act, 1969 was implemented.

8.3.1 MRTP Act and the Evil Effects of Economic Concentration

Growth of monopolies has been a widespread phenomenon in the industrial 
countries with capitalistic economic systems. Almost all industrialized, free 
enterprise nations have promulgated laws to control and regulate prices and 
production of existing monopolies and prevent further growth of monopolies. 
The emergence and existence of monopolies in India can be attributed to 
the introduction of the British industrial culture by the Britishers during 
their colonial rule in this country. Independent India inherited an economic 
system and industrial structure characterized by monopolies and economic 
concentration. Although the Directive Principles of the Indian Constitution 
laid down provisions for reducing concentration of economic power—wealth 
and means of production—no action was taken until 1970 and, as a result, 
monopolies and concentration of economic power continued to grow during 
the post-Independence period. 

The need for controlling monopolies arises mainly because growth 
of private monopolies (except where it is permissible on the grounds of 
efficiency) and the concentration of economic power in the hands of a few 
individuals or firms are detrimental to the economic welfare of the society 
at large. Monopolies and economic concentration limit the promotion of 
society’s economic welfare in following ways. 
 (i) Profit maximizing monopolies limit production much below their 

efficient level and, thereby, restrict the supply of goods and services 
much below the potential level. This limits the availability of goods 
and services and the prospect of economic welfare.  

 (ii) Private monopolies set prices of their products at a level much higher 
than their competitive level and, thereby, reduce the consumer surplus 
and economic welfare. 
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 (iii) By limiting the output, monopolies limit the scope of employment and 
income generation much below its potential level. This is detrimental 
to economic growth and promotion of economic welfare. 

 (iv) Monopolies prevent the growth of competition in the industrial sector 
and, thereby, the efficiency in production that can be achieved in the 
environment of competition.

 (v) By using their economic power, monopolies influence the government’s 
decisions on policy matters pertaining to industrial growth, equity and 
social justice.

8.3.2 Monopoly Inquiry Commission (1965)

In view of the disadvantages of monopolies, the Government of India 
appointed a Monopoly Inquiry Commission in 1965 under the Chairmanship 
of Shri K.C. Dasgupta, to perform the following functions.
 (i) To inquire into the extent and effects of economic power in private 

hands and the prevalence of monopolistic and restrictive trade practices 
in economic activities other than agriculture, and

 (ii) To suggest, in the light of its findings, the legislative and other measures 
to control monopolies and to protect essential public interest.

Approach and Findings of Monopoly Inquiry Commission (1965)

In its approach to assess the concentration of market power, the Monopoly 
Inquiry Commission examined (i) product-wise concentration, and (ii) 
country-wide concentration (i.e., virtually the industrial house-wise 
concentration). In assessing the product wise concentration, the Monopoly 
Commission adopted the following criteria of concentration.

	 Degree	of	 concentration	 Share	of	top	three	firms

 1. High 75% or more
 2. Medium 60% to 74.9%
 3. Low  50% to 59.9%

 4. Nil  Less than 50%

Product-wise concentration: The commission investigated the concentration 
of 100 products and concluded as follows:
 (i) High concentration in 65 products including infant milkfood, kerosene, 

oil, petroleum, pump-stove, fluorescent tubes, dry batteries, domestic 
refrigerators, sewing machines, typewriters, tooth pastes, footwear, 
cigarettes, motor vehicles, etc.

 (ii) Medium	concentration in 10 products including biscuits, electric fans 
and lamps, radio receivers, cement, bicycles, etc.
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 (iii) Low concentration in eight products, including woollen fabrics, worsted 
knitting yarn, hurricane lantern, paper and pencils, stovewares, pipes, 
etc.

 (iv) Nil concentration in 17 products including tea, coffee, sugar, vegetables 
oils, coal, cotton textiles, sanitary wares, etc.

Company-wide concentration: The Commission’s findings revealed that the 
top	five industrial houses, viz., Birlas (151), Bangurs (81), Surajmal Nagarmal 
(76), Bird Heilders (64) and Tatas (53), together controlled 425 companies. 
In all, top 75 business houses controlled 1536 companies with 44.1% joint 
share in the total assets of all the non-government and non-banking companies 
in 1963–64.

If one looks at the present status of the monopolies and concentration 
of economic power, things have not changed materially. In mid-1990s, for 
instance, five top-most business houses (Tatas, Birlas, Reliance, Thapars and 
Singhanias) had total assets of ̀ 25,000 crore which accounted for 60 per cent 
of  the total assets of ̀ 41,610 crore of top 20 business houses and companies. 
Recommendations of the Monopoly Commission: Based on its findings, 
the Monopoly Commission made the following recommendations: 
 (i) setting up a permanent body like Monopolies and Restrictive Trade 

Practices Commission; 
 (ii) liberalization of industrial licencing policy to facilitate the entry of 

small and medium industrialists to monopolized industries; 
 (iii) issuing import licences to all actual users of imported inputs rather 

than issuing it to a few importers; and
 (iv) countervailing actions by the public sector to restrain monopolistic 

practices expect where monopolies contribute to growth and are socially 
and economically desirable. 

8.4 MONOPOLIES AND RESTRICTIVE TRADE 
PRACTICES ACT (1969)

Following the recommendations of the Monopoly Commission, the 
Government of India enacted the Monopolies and Restrictive Trade Practices 
Act, popularly known as the MRTP Act, in 1969. This Act was made effective 
from June 1, 1970. This Act is applicable to entire India, except Jammu and 
Kashmir. The MRTP Act (1969) has three main objectives: (i) to control and 
regulate the concentration of economic power, (ii) to control monopolies 
and restrictive trade practices, and (iii) to prohibit restrictive trade practices 
unless it is in public interest. To these ends, the MRTP Act defined the 
monopolistic	or	dominant	firms,	monopolistic	trade	practices, and restrictive 
trade practices in as great details as necessary for legal action. Here, we 
present the definitions in brief.  
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Monopolies or Dominant Firms: The MRTP Act (1969) provides that the 
companies of the following categories be treated as monopolies or dominant 
firms: (i) companies with assets of ̀ 20 crore, (ii) inter-connected companies 
with total assets of `20 crore, (iii) companies whose own supply accounts 
for one-third of the total supply, and (iv) interconnected companies working 
together as dominant companies with total assets of `1 crore or more. 
Monopolistic Trade Practices: The MRTP Act makes a distinction between 
monopolistic	trade	practices	and restrictive trade practices. The definition 
of monopolistic	trade	practices given by the MRTP Act can be summarized 
as follows. Monopolistic practices are the practices that are adopted by a 
firm or a group of firms by virtue of their dominance that are detrimental to 
public interest. Monopolistic practices includes (i) maintaining price at an 
unreasonably high level, limiting production and controlling the supply to 
maintain unreasonably high level of price, (ii) any policy, practice or act that 
reduces both the current and potential competition, and (iii) limiting capital 
investment and technical development and allowing the quality of product 
to deteriorate.
Restrictive Trade Practices: Restrictive trade practices are, in contrast, 
related to the practices or acts that prevent, restrict or distort competition. 
Restrictive trade practices refer generally to the practices that are adopted 
by a small group of dominant firms with ‘agreement’, arrangement or 
understanding to prevent the growth of competition. This system is known 
as ‘cartelization’ of the industry. The restrictive trade practices by way of 
agreements, arrangements and understanding, listed by the MRTP Act are 
many and the list is long. These include mainly (i) restricting the sale of goods 
to or purchase of goods from specified persons and in specific manner, (ii) 
requiring the purchase of some goods to purchase some other goods, i.e., 
tie-in-sale, (iii) requiring the dealers and the wholesalers not to deal in the 
product of any other company, (iv) restricting the areas for sales, and (v) 
restricting the dealers in granting discounts, rebates and concessions and 
tying the sale to specified service sellers.

The other	 forms	of	 restrictive	 trade	 practices include (i) collusion 
among firms or formation of cartels, (ii) price discrimination between different 
groups of buyers, (iii) predatory pricing to eliminate competitors, (iv) tie-up 
sales of goods in high and low demand, (v) forcing full-line purchase, and 
(vi) area restriction.

8.5 AMENDMENTS IN MRTP ACT

The MRTP Act (1969) was amended significantly in 1982, 1984, 1985 and 
1991 to bring it in tune with the changing conditions of the industrial sector, 
though the basic structure of the Act remains the same.
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In the 1982-amendment, the definition of dominant firm was changed 
from one having a market share of one-third to one having a market share of 
one-fourth of the total. In addition, the share of a firm in the total installed 
capacity for the production of a commodity was also made a consideration in 
deciding on a dominant firm. Also, export part of the total sale was excluded 
for the purpose of calculating the market dominance.

In the 1984-amendment, the major amendments included (i) unfair 
trade practices were brought under purview of the Act, (ii) certain provisions 
of Companies Act relating to acquisition and transfer of shares were 
transferred to the MRTP Act, and (iii) the central government was given 
powers to delink the interconnected companies in certain cases.

In the 1985-amendment, the asset-holding limit for the purpose of 
determining the dominant status of a firm was raised from ̀ 20 crore to ̀ 100 
crore.

The 1991-amendments in the MRTP Act were made through the 
Industrial Policy change announced on July 24, 1991. This amendent made 
drastic changes in the Act. The major amendments are summarized.
 (i) The provision regarding the concentration of economic power was 

repealed, except where it was detrimental to common cause. This 
shifted the emphasis of the Act from monopolies as such to their 
restrictive and unfair trade practices.

 (ii) The provision of seeking government permission for (a) capacity expansion,  
(b) establishment of new undertakings, (c) merger, amalgamation and 
take over, and (d) appointment of certain directors was repealed too.
The MRTP Act is implemented by the Monopolies and Restrictive Trade 

Practices Commission (MRTP Commission) set up on the recommendation 
of the Monopoly Inquiry Commission (1965) for the purpose. The MRTP 
Commission is empowered to inquire into monopolistic, restrictive and unfair 
trade practices of the companies on (a) reference made by the Centre and 
the state governments, (b) on the application from the Director-General of 
Investigation, and (c) on complaints from a trade or consumer association 
with a membership of 25 or more. The MRTP Commission enjoys the power 
of a Civil Court. It has the power to summon a company or business house, 
inquire into its business activities and practices, ask it to submit its business 
accounts and to produce evidence contrary to the complaint against it. It 
has the power to dismiss a case against a company and initiate action in 
accordance with the provisions of the Act. 

8.6 INDUSTRIAL POLICY AND ITS FEATURES

In unit 5, we have discussed monetary and fiscal policies of India. Both 
these policies are intended to achieve some macroeconomic goals of the 
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country. These policies do affect private business positively and negatively 
by changing the economic environment of the country. However, these 
policies do not serve the purpose of promoting, organizing and determining 
the desirable industrial structure and growth of industry. Therefore, the 
government has to formulate a separate policy for organising, developing 
and managing industrial growth of the country. This policy is known as 
industrial policy. Industrial policy refers to the rules and regulatory laws 
formulated by the government to determine the ownership and pattern of 
growth of industries in the country. In this unit, we present a brief description 
of different kinds of industrial policies adopted by the government since the 
year of Independence, their objectives and limitations.  

Industrial policy of India has undergone a sea change during the post-
Independence period – over a period of 65 years. In this unit, we present a 
brief review of India’s industrial policy in historical perspective just to show 
the process of formulation of industrial policy. It may be added here that a 
detailed historical review of India’s industrial policy is not over objective 
here as it does not serve any useful purpose. From historical review point of 
view, the history of India’s industrial policy can be divided two phases: (i) 
Pre-1991 phase of industrial policies, and (ii) Post-1991 phase of industrial 
policy. The year 1991 marks the year in which India was forced to make 
drastic changes in her economic policies including industrial policy. So we 
will present our review of India’s industrial policy in the two phases.  We 
begin our discussion by looking at ‘why industrial policy is required’.    

Why Industrial Policy?

In a democratic country and mixed economy like India where the government 
has adopted economic planning as an instrument of guided industrialization 
for establishing a ‘socialist pattern of society,’ it becomes indispensable for the 
government to control and regulate private industries with a view to bringing 
them in tune with national goals. The regulatory functions of the government 
in a mixed economy like India, include: (i) determining the areas for private 
and public sector industries; (ii) laying down the policy guidelines and norms 
for controlling and regulating the private and public sector industries; (iii) 
assisting, promoting and directing the private entrepreneurship for rapid 
growth of industries, and (iv) protecting the small-scale industries from 
competing large scale industries for promoting self-employment.

The government carries out these regulatory functions through (i) 
legislative measures, and (ii) discretionary changes in its fiscal and monetary 
policies. The legislative control measures or the direct controls are formulated 
in the form of ‘Industrial and Licensing Policy.’
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8.6.1 Industrial Policies of Pre-1991 Period 

As noted above, industrial policy of India has undergone numerous changes 
and reformulations. Here, we point out the basics of industrial policy 
formulated and used during the period from 1948 to 1990. 
Industrial Policy-1948: Industrial policy of 1948 was the first systematic 
attempt to formulate a comprehensive industrial policy of India. The basic 
purpose of this policy was to demarcate the areas of public and private 
sectors and bring out guidelines for the control and regulation of the 
industrial sector. The industrial policy of 1948 had divided industries into 
four broad categories, viz., (i) defence and strategic industries including 
arms and ammunitions, atomic energy and railway; (ii) basic and key 
industries including iron and steel, coal, aircraft manufacturing and ship-
building; (iii) twenty other important	industries	including heavy chemicals, 
sugar, cement, paper, cotton and woollen textiles, machine tools, etc. and  
(iv) residual industries, including all other industries not included in the other 
three categories. 

Industries of category (i) were put under the exclusive monopoly of 
the government. ‘Basic and Key Industries’ of categories (ii) were open for 
private sector participation but were specified as state-controlled industries. 
Industries of category (iii) being mainly in the private sector were put under 
general state control and regulation. ‘Residual industries’, i.e., category (iv) 
were left purely to the private sector but were subject to general control and 
regulation of the state. In addition, cottage and small-scale industries, though 
placed, by and large, in the private sector were to be developed on cooperative 
lines, and coordinated and integrated with the large scale industries. With 
these provisions, the Industrial Policy (1948) laid the foundations of the 
mixed economy in India.
Industrial Policy — 1956: The Industrial Policy (1948) was, revised and a 
new industrial policy was announced in 1956. The change in the industrial 
policy was necessitated by the changing conditions, such as acceptance of 
the national goal of establishing a ‘socialist pattern of society’ during the 
Second Plan and the need for (i) rapid industrialization of the economy 
through the expansion of public sector; (ii) rapid growth of capital goods 
and heavy industries; (iii) preventing growth of monopolistic tendency in 
the economy, and (iv) diversification and dispersal of industries towards the 
backward regions.

The main objective of the Industrial Policy Resolutions (1956) was 
to recategorise the industries and determine their ownership. Industries 
were regrouped under three broad categories: Schedule A, Schedule B and 
‘residual industries’. 

The Schedule A of industries was formed by merging together the 
first two categories of the 1948-policy. Schedule A consisted of 17 major 
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industries (e.g., arms and ammunitions, atomic energy, iron and steel, heavy 
machinery, railways, ship-building, aircraft manufacture, telephone and 
telegraph, generation and distribution of electricity, etc.). The development 
and promotion of these industries was made the exclusive responsibility of the 
state. The industries of Schedule B consisted of 12 industries, viz., aluminium, 
ferro-alloys, machine tools, antibiotics, fertilizers, synthetic rubber, minerals, 
dye-stuffs and plastics, road and sea transport, etc. These industries were to 
be progressively state-owned, with the provision that new units would be set 
up by the state and that private enterprise would be allowed to develop and 
assist the state in the promotion and growth of the industries of this category. 
The third category of industries consisted of the ‘residual industries’ of the 
1948-policy. The ownership, management and promotion of industries in this 
category was left to the initiative and entrepreneurship of the private sector. 
It was, however, open to the state to enter and undertake production in any 
of these industries in the national interest.

Another important objective of the Industrial Policy Resolutions (1956) 
to promote cottage and small-scale industries in view of the ever growing 
need for (i) creating job opportunities for the unemployed; (ii) preventing 
further industrial and economic concentration and helping economic 
decentralization; (iii) ensuring an equitable distribution of national income and  
(iv) mobilizing and utilizing resources—local capital and skills available in 
small measures.

The Industrial Policy (1956) remained effective until 1973, although 
its rules governing the licensing system were modified several times in 
view of changing conditions and to meet the emerging requirements. The 
1956-policy and licensing system were, however, found by R.K. Hazari to 
be lacking in many respects. His enquiry revealed that the licensing policy 
had failed to prevent economic concentration. It had instead encouraged 
economic concentration. The share of four big business houses in the total 
approved investment had increased from 22.4 per cent in 1959–60 to 24.6 
per cent in 1965–66.

In view of the shortcomings of Industrial Policy (1956), the Government 
appointed an Industrial Licensing Policy Inquiry Committee under the 
Chairmanship of Subimal Dutt. 
The major findings of the Dutt-Committee: First, the large business houses 
had secured undue favour in licensing against other applicants. Second, some 
big industrial houses, most notably the Birlas, managed to secure unduly 
large number of licences by making a large number of applications for the 
same product through the firms controlled by them, while they implemented 
only a few. Third, the Committee disclosed that 31 per cent of the licences 
issued were never implemented and, on the contrary, many licences had 
built up production capacity in excess of licensed capacity and had secured 
regularization of capacity later. Fourth, the Committee did not find any clear 
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evidence of compliance with the Plan priorities in respect of regional dispersal 
of industries, import substitution and development of small industries. In 
many cases there was overlicensing from 50 to 100 per cent. Finally, the 
committee had also found that the share of 20 large business houses in the 
finance provided by the public financial institutions was unduly large.
Industrial Policy—1970: Following some of the recommendations of 
the Dutt-Committee, the Government announced in February 1970, a 
revised industrial policy and licensing procedure. The main objectives of 
the Industrial Policy (1970) were: (i) widening the scope for expansion of 
the public sector; (ii) restricting the growth of large industrial houses and 
proliferation of foreign companies, and (iii) accelerating the growth of 
industries in small and medium scale sectors. Different kinds of licencing 
system was adopted for the industries of different categories.

Dutt Committee had also recommended setting up a joint sector. The 
‘joint sector’ concept implies participation and cooperation of public and 
private sectors in the promotion and development of priority industries. In 
this sector, private managerial skill and public funds would work together 
for the promotion of industries. In effect, however, government participation 
appeared in the form of (i) conversion of financial assistance (loans and 
debentures) of IDBI and IFCI, etc., given to the private sector into equity 
capital, and (ii) representation of the public financial institutions in the 
management of companies getting assistance from them.
Industry Policy—1973: Industrial licensing policy (1970) created a good 
deal of apprehension among the industrialists and also an atmosphere of 
uncertainty, particularly in the large scale sector. It caused a slackening in 
the overall investments in the industrial sector. In view of this experience and 
the requirements of the Fifth Plan which emphasized the need for additional 
job creation and ‘removal of poverty’, Government announced its yet another 
revised industrial policy on February 2, 1973.

The Industrial Policy (1973) was not essentially a new policy but a 
mere reiteration of Industrial Policy (1956). The 1973-policy created a new 
sector, the joint sector (discussed later) but it remained an ambiguous entity. 
Furthermore, the new policy liberalized the licensing which affected the 
interests of small and medium scale units. However, despite liberalization of 
licensing, the 1973-policy failed to create confidence in the private sector. It 
was for these reasons, the Government had to revise that the licensing policy 
and liberalize it further in 1975. 
Industrial Policy—1977: When Janata Party came to power in 1977, it 
reviewed the earlier industrial policies. It concluded that despite its certain 
merits and desirable elements, the Industrial Policy (1956) along with 
its subsequent amendments had many shortcomings and created certain 
distortions in the economy. With a view to removing the distortions caused 
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by the earlier industrial policy and to achieve the social objectives, the Janata 
Government announced its New Industrial Policy in December 1977.

The main	thrust of the 1977-industrial policy was an efficient promotion	
of	cottage	and	small-scale	industries	widely dispersed in rural areas and small 
towns. It emphasized that what could be produced by cottage and small-scale 
industries should be reserved for them. Thus, the new industrial policy had 
shifted the emphasis from large-scale industries to cottage and small-scale 
industries. The area reserved for the large scale industries were (a) basic 
industries essential for the promotion of infrastructure and for development 
of small-scale and village industries; (b) capital goods industries; (c) high 
technology industries which required large scale production and met the 
development requirements of small-scale industries and agriculture and (d) 
industries other than those reserved for small-scale sector. 

The Industrial Policy (1977) was however criticized on the following 
grounds.

First, the new policy was regarded as a mere extension of the 
1956-Policy with some not-so-serious modifications. Second, it was also 
said that the emphasis on the growth of small-scale and cottage industries 
was merely an eye-wash. For, out of about 2400 items produced by the 
industries of this sector, only 504 items were reserved for the small sector 
which were not very different from the 180 items reserved by the 1956 policy. 
Third, although development of small-scale and cottage industries was the 
main thrust of the new industrial policy, the relative emphasis on the sector 
had, in effect, gone down. Only about 2 per cent of the total plan outlay had 
been earmarked for the development of small-scale and cottage industries 
compared to 3.8 per cent in the Second and Third Plans. 
Industrial Policy—1980: When the Congress Party returned to power in 
1980, it liberalized the industrial policy with a view to accelerating industrial 
growth of the country. The 1980-policy stressed the growth of infrastructure 
industries like power, transport, communication and finance. The limits of 
investment in small and ancillary units were substantially enhanced to help 
their modernization. The 1980-policy emphasized the need for making public 
sector units efficient and economically viable. Restrictions on the expansion 
of private sector industries were relaxed and conditions were liberalized. 
Large private industries were automatically permitted to expand capacity upto 
5% per annum subject to 25% expansion in five years. Licencing of private 
industries was simplified and streamlined with the objective of minimizing 
bureaucratic delays and preventing harassment of licence seekers. It also 
provided  for permitting the use of advanced technology where necessary 
to modernize industrial units to help in increasing their international 
competitiveness. 
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The industrial policy (1980) remained in operation till July 1991. This 
policy was, in fact, the first step towards the liberalization of the industrial 
policy. It had no doubt proved helpful in increasing industrial investment 
but private sector industries remained shackled by licensing controls and 
regulations.

8.6.2 The New Policy (1991)

Industrial sector of India had made considerable progress; industrial structure 
was fairly diversified; and India had achieved near self-sufficiency in 
consumer goods industries. However, growth rate was not enough to absorb 
increasing manpower supply and alleviate poverty. There was a need for 
accelerating industrial growth rate that could help achieve these goals. But no 
major change in industrial policy was made. However, a new industrial policy 
was announced in July 1991 which was necessitated by the foreign exchange 
crisis of 1990. The country had reached close to financial bankruptcy. There 
was no alternative to borrowing from the IMF and the World Bank (WB) 
for tiding over the crisis. The IMF and the WB agreed to provide financial 
help on the condition that India would make drastic changes and structural 
reforms in her economic policies — industrial policy was one of them. The 
government had no option but to meet the IMF and the WB conditionality. 

In compliance with one of the conditionalities, the government 
announced the New Industrial Policy (NIP) on July 24, 1991, along with 
other economic reforms. The following were the main features of the NIP.
 1. De-reservation of Industries of the Public Sector: The NIP had 

dereserved 9 out of 17 industries reserved for the public sector since 
1956. The eight industries reserved for the public sector include those 
where security and strategic considerations were predominant. The 
industries dereserved include iron and steel, electricity, air transport, 
ship-building, heavy machinery industries like heavy electrical plants 
and telecommunication cables and instruments.

 2. Privatization of the Government Share in Public Sector Units: 
The government resolved to offer 49 per cent of the government 
shareholding in 31 public sector undertakings (PSUs) to mutual funds, 
financial institutions, the general public and workers. A beginning had 
already been made. A part of the equities of the selected PSUs had been 
placed with mutual funds. The government put on sale the shares of 
seven PSUs (including SAIL).

 3. Abolition of Industrial Licensing: The industrial licensing regime 
which was the main source of corruption and bureaucratic delays and 
also of most of the industrial ills, had been abolished for all industries 
irrespective of the level of investment, except for the industries 
involving national security and strategic considerations, social safety, 
environmental issues and industrial hazards.
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 4. Abolition of Phased Manufacturing Programmes: The New Industrial 
Policy abolished the phased manufacturing programme in force in a 
number of engineering and electronics industries, intended to force 
indigenization in manufacturing. The abolition of phased manufacturing 
programme removed a major irritant that a large number of firms had 
felt, i.e., discretionary power and government’s interference in business 
decisions.

 5. Removal of Mandatory Convertibility Clause: The NIP removed 
the convertibility clause from the lending conditions of the financial 
institutions. Under this clause, the financial institutions financing an 
industrial project had the option of converting their loans into equity, 
if they wanted to do so. This clause was mandatory. Although this 
option was not often exercised, it was considered to be a hanging threat 
of takeover by the financial institutions. This clause was no longer 
mandatory.

 6. Removal of Investment Control on Large Business Houses: The 
industrial units covered under MRTP Act (1969), i.e., those having 
assets worth `100 crore, were required to obtain a separate licence 
for additional investment and capacity expansion. Under the NIP 
resolutions, such firms would not be required to obtain prior approval 
of the government for investment in delicensed industries.

 7. Liberalization of Foreign Investment: The earlier foreign investment 
policy was extremely restrictive. In the NIP, automatic permission 
was available to foreign investors upto 51% equity shares in the high 
priority industries. This facility was made available to the firms able 
to finance their capital imports through their foreign equity.
Although some changes have been made and industrial policy continues 

to be modified from time to time, the main thrust of the policy continues to 
remain the same.
Evaluation: The NIP marked the end of the old policy regime and the 
beginning of a new era in the government’s approach towards the control and 
management of the industrial sector. The departure from the old industrial 
policy was of a drastic nature. Some of the changes were as follows:
 1.  The earlier policy resolutions had put a greater emphasis on such 

policy goals as strengthening the public sector, building public sector 
enterprises, preventing economic concentration, reducing economic 
disparities, expanding gainful employment and self-reliance. In the 
NIP, the top priority was accorded to industrial efficiency, growth and 
international competitiveness.

 2. The earlier industrial policies had made the public sector the main 
instrument of industrial growth. In the new policy, the private sector was 
made the main instrument for future industrial growth of the country.



Economic Planning and 
MRTP Act

NOTES

 Self-Instructional 
178 Material

 3. Another striking feature of the NIP was liberalization of foreign 
investment. Foreign investment was earlier allowed on selective basis 
with only 40% equity. The new policy invited direct foreign investment 
to 34 industries with 51% equity. This had been done in view of the 
need for globalization of the Indian industries and the advantage of 
transfer of new technology. 
The new industrial policy had made Indian industries more efficient 

and internationally competitive. It created a healthy environment for 
industrial growth, free from bureaucratic shackles. It encouraged fresh private 
investment in the new areas opened to the private sector.

Check Your Progress

 1. Who was the chairman of the Economic Planning Committee of 
1947?

 2. Why was the Monopoly Inquiry Commission constituted?
 3. State the main objectives of the MRTP Act, 1969.

8.7 ANSWERS TO CHECK YOUR PROGRESS 
QUESTIONS

 1. Jawaharlal Nehru was the chairman of the Economic Planning 
Committee of 1947

 2. In view of the disadvantages of monopolies, the Government of India 
appointed a Monopoly Inquiry Commission in 1965 to perform the 
following functions. 

 (i) To inquire into the extent and effects of economic power in private 
hands and the prevalence of monopolistic and restrictive trade 
practices in economic activities other than agriculture, and

 (ii) To suggest, in the light of its findings, the legislative and other 
measures to control monopolies and to protect essential public 
interest.

 3. The MRTP Act (1969) has three main objectives: (i) to control and 
regulate the concentration of economic power, (ii) to control monopolies 
and restrictive trade practices, and (iii) to prohibit restrictive trade 
practices unless it is in public interest. To

8.8 SUMMARY

 • All economies of the world have been endeavouring to achieve 
economic development through economic planning.
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 • Immediately after achieving independence in 1947, the All India 
Congress Committee (AICC) appointed the Economic Programme 
Committee in November 1947.

 • The Economic Programme Committee submitted its detailed proposal 
on 25 January 1948 and recommended to establish a permanent 
planning commission. On 6 April 1948, the first Industrial Policy was 
announced.

 • India embarked on the path of planned economic development on 1 
April 1951. Since then, it has gone through eleven Five Year Plans.

 • Growth of monopolies has been a widespread phenomenon in the 
industrial countries with capitalistic economic systems.

 • Following the recommendations of the Monopoly Commission, the 
Government of India enacted the Monopolies and Restrictive Trade 
Practices Act, popularly known as the MRTP Act, in 1969.

 • The MRTP Act makes a distinction between monopolistic trade 
practices and restrictive trade practices.

 • The MRTP Act (1969) was amended significantly in 1982, 1984, 
1985 and 1991 to bring it in tune with the changing conditions of the 
industrial sector, though the basic structure of the Act remains the same.

 • Industrial policy refers to the rules and regulatory laws formulated by 
the government to determine the ownership and pattern of growth of 
industries in the country.

 • The government carries out these regulatory functions through (i) 
legislative measures, and (ii) discretionary changes in its fiscal and 
monetary policies. The legislative control measures or the direct 
controls are formulated in the form of ‘Industrial and Licensing Policy.’

 • Industrial policy of 1948 was the first systematic attempt to formulate 
a comprehensive industrial policy of India.

 • The main objective of the Industrial Policy Resolutions (1956) was to 
recategorise the industries and determine their ownership. Industries 
were regrouped under three broad categories: Schedule A, Schedule 
B and ‘residual industries’.

 • In compliance with one of the conditionalities, the government 
announced the New Industrial Policy (NIP) on July 24, 1991, along 
with other economic reforms.

8.9 KEY WORDS

 • Industrial policy: It refers to the rules and regulatory laws formulated 
by the government to determine the ownership and pattern of growth 
of industries in the country.
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 • Monopoly: It refers to a market structure characterized by a single 
seller, selling a unique product in the market.

8.10 SELF ASSESSMENT QUESTIONS AND 
EXERCISES

Short-Answer Questions

 1. Why is it considered necessary to control the growth of monopoly and 
economic concentration in a country?

 2. What were the recommendations of the Monopoly Inquiry Commission, 
1965?

 3. Write a short note on the amendments introduced in the MRTP Act, 
1969.

 4. What is the need of having an industrial policy in a mixed economy 
like India?

Long-Answer Questions

 1. Discuss the findings of the Monopoly Inquiry Commission, 1965.
 2. How does the MRTP Act distinguish between monopolistic trade 

practices and restrictive trade practices?
 3. Critically analyse the salient features of the New Industrial Policy, 

1991.
 4. Explain the Industrial policies of pre-1991 period in India.
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9.0 INTRODUCTION

In the previous unit, you studied about economic planning and the MRTP 
Act. This unit will introduce you to the concept of consumer’s surplus with 
special reference to Marshallian consumer’s surplus, Hicksian method of 
measuring consumer’s surplus and the uses of this concept.

A consumer is of paramount importance for marketers as the individual 
takes the decision whether to purchase a particular product/service or 
not. Hence, it is vital for the marketers to study consumer behaviour and 
accordingly, strategize and prepare their products for purchase in the 
competitive market.

9.1 OBJECTIVES

After going through this unit, you will be able to:
 • Analyse consumer’s sovereignty
 • Explain Marshallian consumer’s surplus
 • Discuss Hicksian method of measuring consumer’s surplus
 • State the uses of the consumer’s surplus concept
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9.2 CONSUMER’S SURPLUS

Any individual who purchases products or services for his personal use and 
not for manufacturing or resale is called a consumer. A consumer is one who 
is the decision maker whether or not to buy an item at the store, or someone 
who is influenced by advertisement and marketing. Every time someone 
goes to a store and buys a shirt, toy, beverage or anything else, they make a 
decision as a consumer. As such, consumers play a vital role in the economic 
system of a nation. Without consumer demand, producers would lack one 
of the key motivations to produce: to sell to consumers. The consumer also 
forms part of the chain of distribution.

A consumer surplus occurs when the consumer is willing to pay more 
for a given product than the current market price. The concept of consumer 
surplus was developed in 1844 to measure the social benefits of public 
goods such as national highways, canals and bridges. It has been an important 
tool in the field of welfare economics and in the formulation of tax policies 
by governments.

Producers often take advantage of consumer surplus when setting 
prices. If an organization can identify groups of consumers within their 
market who are willing and able to pay different prices for the same products, 
then sellers use price discrimination. In this way a consumer surplus can be 
converted into a product surplus, to generate higher revenues and profits. 

Let us see how consumer surplus is affected by the elasticity of a 
demand curve: 
 • When the demand for a good or service is perfectly elastic, consumer 

surplus is zero because the price that people pay matches exactly what 
they are willing to pay.

 • In contrast, when demand is perfectly inelastic, consumer surplus is 
infinite. In this situation, demand does not respond to a price change. 
Whatever the price, the quantity demanded remains the same. 

 • The majority of demand curves in markets are assumed to be downward 
sloping. When demand is inelastic, there is a greater potential consumer 
surplus because there are some buyers willing to pay a high price to 
continue consuming the product. Businesses often raise prices when 
demand is inelastic so that they can turn consumer surplus into a 
producer surplus.

9.2.1 Consumer’s Sovereignty

The ability and freedom of consumers to choose from a range of different 
goods and services is called consumer’s sovereignty. It means that ultimately 
it is the consumer who will decide what is produced and how scarce resources 
are allocated.
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ConsumerConsumer sovereignty is an important concept for classical economics. 
This assumes that consumers have the sovereignty and ability to choose 
between the different suppliers and firms. In theory, consumers will use their 
discretion to choose the cheapest and/or the best quality goods. In theory, 
this consumer sovereignty ensures the effective functioning of free markets. 
It rewards efficient firms and encourages firms to provide goods consumers 
want.

Adam Smith, while describing the workings of a market economy, 
referred to an invisible hand – this involves consumers choosing certain 
goods – thus rewarding the firms who produce the goods which are in demand. 
Those firms which cannot win over customers will either have to improve 
the goods they offer or go out of business.

9.2.2 Consumer’s Surplus in a Market and Assumptions 

The analysis of consumer’s behaviour in the preceding chapters assumes 
that the consumer is aware of the prices which he is required to pay for the 
goods and services he consumes. In real life, however, the consumers may be 
faced with such a situation that the price which he is willing to pay is higher 
than what he actually pays. The difference between the price a consumer is 
willing to pay and the price which he actually pays is consumer’s gain which 
is referred to as consumer’s  surplus. 

The concept of consumer’s surplus is believed to have been originated 
by a French engineer, Arsene Julis Dupuit, in 1844, in his effort to find a 
measure of the social benefit of such collective goods as roads, canals and 
bridges. In his opinion, the value of the benefit of such collective goods was 
greater than the price actually charged because most people would be willing 
to pay a higher price than they actually paid. This concept was later refined by 
Marshall who also provided a measure of consumer’s surplus. His premise of 
measuring consumer’s surplus was, however, rejected by the ordinalists who 
attempted to provide a different method of measuring consumer’s surplus 
through their indifference curve technique. In this unit, we will discuss the 
various methods of measuring consumer’s surplus and their merits and 
demerits. We will also point out the areas of economic analysis in which the 
concept of consumer’s surplus is widely used.

9.3 THE MARSHALLIAN CONSUMER’S SURPLUS

Although the concept of consumer surplus was originated by Dupuit, 
a French engineer, he had not provided a measure of the surplus. It 
was Marshall who provided a precise measure of consumer’s surplus. 
Marshall defined consumer’s surplus as “the excess of the price which  
[a consumer] would be willing to pay rather than go without the thing, over 
that which he actually does pay.” Accordingly, consumer surplus equals 
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the difference between what a consumer is willing to pay for one unit of a 
commo dity and what he actually pays for it. 

The concept of consumer’s surplus can be expressed also in terms 
of utility (or satisfaction). Since Marshall assumes constant MU of money, 
what a consumer is willing to pay for a commodity indicates his expected 
utility and what he actually pays measures the  actual cost in terms of utility 
(of money). The difference between the utility gained and the utility lost in 
acquiring the commodity is consumer’s ‘surplus satisfaction’ which Marshall 
calls the ‘consumer’s surplus’.

The Marshallian concept of consumer’s surplus and its measurement 
are graphically illustrated in Fig. 9.1. The consumer’s  willingness to pay 
is  shown by his straight line demand curve MN. The demand curve MN 
shows what consumer would be willing to pay for each unit of commodity he 
purchases. The curve MN also indicates the utility derived from each unit of 
a commodity. Suppose that the market price, i.e., the price which a consumer 
actually pays, is given by OP. At price OP, the consumer buys OQ units of 
the commodity. The total utility derived by the consumer from OQ units is 
shown by the area OMBQ, for which the consumer pays OPBQ = OQ. OP. 
Thus, in Marshallian sense, 

Consumer’s surplus
  = area OMBQ—area OPBQ
  = area PMB. 
That is, the shaded area PMB represents the consumer’s surplus in 

Marshallian sense for OQ units of a commodity consumed.

Fig. 9.1 Consumer’s Surplus

Assumptions

The above analysis of consumer’s surplus is based on the following 
assumptions:
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ConsumerFirst, it is assumed that the market price is given. It implies that market 
is perfectly competitive so that neither the sellers nor the buyers can affect 
the price. The consumer’s surplus will not exist if there is a monopolist and 
he adopts first degree price discrimination in his pricing policy, i.e., the 
monopolist charges each consumer according to his ability to pay for the 
product.

Second, utility is cardinally measurable and MU of consumer’s money 
income remains constant throughout.

Third, utility of each commodity is absolute and is independent of 
other goods and services consumed by the consumer.

Fourth, there is no close substitute for the commodity in question. For, 
if close substitutes are available, there may not be any difference between 
‘what the consumer is willing to pay’ and ‘what he actually pays’ for a 
commodity.

Critical Appraisal 

The Marshallian concept and measure of consumer’s surplus have been 
criticised on the following grounds.

First, the economists have pointed out difficulties in measuring the 
consumer’s  surplus as suggested by Marshall by a triangle, in Fig. 9.1. In 
the words of Mark Blaug, “It is sometimes objected that demand curves are 
usually asymptotic to the price axis. If the individual’s offer for the first unit 
is not defined so that the demand curve does not touch the Y-axis, the integral 
under the demand curve is infinite. But this objection is easily overcome by 
measuring consumer’s surplus from some selected value of qx > O.”

Second, a “more fatal objection to Marshall’s method of measuring 
consumer’s surplus as ‘the triangle under the demand curves is that real income 
does not remain constant along the demand curve even for ‘unimportant’ 
commo dities.” As price falls along the demand curve, real income makes 
the estimate of consumer’s surplus an ambiguous one.

Third, it is generally alleged that the assumptions on which Marshallian 
con sumer’s surplus is based are unrealistic: MU of money does not remain 
constant; cardinal measurement of utility is not possible; utilities of various 
goods consum ed by a consumer are not independent of each other; most goods 
have their sustitutes-close or remote, and so on. Therefore, it is alleged that 
the Marshall ian consumer’s surplus is imaginary and hypothetical.

Fourth, in the ultimate analysis of consumer’s purchases of various 
goods and services, the consumer’s surplus is reduced to zero. For a 
consumer’s willingness to pay (i.e., ‘potential price’) cannot exceed his 
income, i.e., what he actually pays out. It means that, when all purchases 
have been made, the consumer’s willingness to pay  equals what he actually 
pays (i.e., his income). This criticism is however not relevant because the 
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concept of consumer surplus was developed with reference to an individual 
commodity.

Fifth, the concept of consumer’s surplus cannot be convincingly 
applied to ‘essential’ and prestigious goods. For example, a affluent person 
dying of hunger may be willing to pay `10,000 for a piece of bread while 
he may be required to pay only `10. As such, his consumer’s surplus will be 
equal to `9,990 which seems ridiculous. In case of prestigious goods, e.g., 
rare paintings, diamonds, etc., what a buyer is generally willing to pay equals 
what he actually pays. It means there is no consumer’s surplus. The concept 
of consumer’s surplus thus becomes illusory in some cases.

Perhaps due to these weaknesses, Samuelson considers this concept 
only of ‘historical and doctrinal interest’ and suggests that ‘the economists had 
best dispense with it’. Hicks has however tried to rehabilitate the consumer’s 
surplus as this concept is of great importance in the economics of welfare.

Check Your Progress

 1. Who is a consumer?
 2. Define consumer surplus.

9.4 HICKSIAN METHOD OF MEASURING 
CONSUMER’S SURPLUS

The Marshallian consumer’s surplus can be measured by using indifference 
curve analysis under (a) Marshallian assumptions that MU of money remains 
cons tant; and (b) that MU of money does not remain constant—Hicks’ own 
assumption. Let us first illustrate the measurement of consumer’s surplus 
under Marshall’s assumption of constancy of MU of money income.

9.4.1 Consumer’s Surplus with Constant MUm 

In Fig. 9.2, Y-axis measures consumer’s money income, OM, and X-axis 
measures the quantity of commodity X. The line MN is the budget line which 
shows the money-quantity combinations which a consumer can buy, given 
the price of X as OM/ON = Px. The consumer is shown to be in equilibrium 
at point E on indifference curve I2. At point E, he buys OQ of X for which 
he pays MP2 of his income. The amount MP2 is what the consumer actually 
pays for OQ of X.
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Fig. 9.2 Marshallian Consumer’s Surplus through Indifference Curve Analysis

Let us now find what the consumer would be willing to pay for OQ of 
X, rather than go without it. This information can be obtained from a lower 
indifference curve having two qualifications (i) that the lower indifference 
curve must pass through point M; and (ii) that the lower indifference curve 
must be vertically parallel to the upper indifference curve. The second 
condition is neces sary to comply with the Marshallian assumption that 
MU of money remaining constant. The indifference curves having these 
qualifications are shown by I1 and I2. Since the two indifference curves, I1 and 
I2, are vertically parallel, they have the same slope for a given quantity. For 
example, point E on I2 and E′ on I1 refer to the same quantity OQ. Therefore, 
at point E,

   MRSE = x

m

MU
MU

and at point E′ also 

        MRSE′ = x

m

MU
MU

where MUx = marginal utility of X and MUm= marginal utility of money 
income. Since MUm is constant and equals 1, 

   MRSE = 1
=x

x
MU MU

and   MRSE′ = 1
=x

x
MU MU

Thus, at quantity OQ of X, the slopes of the two indifference curves 
are equal.
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Since points M and E are on the same indifference curve, I1, it means 
that the consumer would be equally well off at these points. That is, his total 
satisfaction from OM money income and zero units of X will be the same from 
OP1 of money income and OQ units of X. It means that he would be willing 
to pay OM – OP1 = MP1 of his income for OQ units of X. Thus, what the 
consumer is willing to pay  for  OQ is MP1 and what he actually pays (given 
the Px) is MP2. Therefore, consumer’s surplus = MP1 – MP2 = P1P2 = E′E.

9.4.2 Consumer’s Surplus with Variable MUm 

We now illustrate the measurement of consumer’s surplus under the 
assumption that MU of money does not remain constant. Let us assume that 
the consumer is initially in equilibrium at E point in Fig. 9.3. At equilibrium 
point E, the consumer buys OQ units of X for which he pays DM of his 
income, given the price. The amount which the consumer would be willing to 
pay for OQ rather than go without it (the MU of money remaining constant) 
is shown by point E″ on indifference curve I0 which is vertically parallel to 
the indifference curve I2. Therefore, as shown in Fig. 9.3, the slopes of I2 at 
E and I0 at E′ are equal. The consumer’s surplus is DP = EE″.

Fig. 9.3 Consumer’s Surplus under Diminishing MU of Money

Let us now find out the maximum amount which the consumer would 
be will ing to pay for OQ (rather than go without it), under diminishing MU 
of money. Intuitively, if an indifference curve (say I1) is drawn under the 
condition of diminishing MU of money, it will not be vertically parallel to 
the original indiffe rence curve I2; it will be rather flatter than I2 for any given 
quantity of X. The indifference curve I1 passes through point E′. Point E′ 
indicates that TE′ = ΜΒ is the maximum amount which the consumer would 
be willing to pay for OQ rather than go without it. The consumer’s surplus 
under diminishing MU of money may be obtained as
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or   MB – MD = DB
         =  EE′

Note that under constant MU of money, the consumer’s surplus is 
EE″ = DP which is larger than EE′ = DB by EE″ – EE′ = E′E″. Thus, the 
consumer’s surplus under diminishing MU of money is less than Marshallian 
consumer’s surplus.

9.4.3 Hicks’ Four Variations of Consumer’s Surplus

Hicks has pointed out in his Value and Capital that Marshallian consumer’s 
surplus was the same as his income-compensating variation. Henderson has 
however shown that Hicks’ income-compensating variation is not the same 
as Marshallian consumer’s surplus. In Marshallian measure of consumer’s 
surplus the quantity purchased remains the same whereas in Hicksian 
measure of it, the quantity purchased varies in accordance with consumer’s 
choice. That is, there is commodity constraint in the Marshallian measure of 
consumer’s surplus where as in the Hicksian compensating income variation 
it is not. This difference is illustrated in Fig. 9.4. Marshallian measure of 
consumer’s surplus is shown by BT, while Hicksian income compensating 
variation is MM (=BD) which is greater than BT, for given quantity OQ. 
Besides, if consumer shifts to equilibrium point E, there will be commodity 
variation also.

Realising this fallacy in his measure of consumer’s surplus, Hicks 
reformulated his measure of consumer’s surplus by assuming a price change 
and finding the compensating payment that would leave the consumer as 
well-off as before the change in price, if he were not allowed to move to 
his original position. It implies that the consumer would be so compensated 
that he would like to stay on the indifference curve to which he moves after 
the change in price and should be as well off as before the change in price. 
This can be accomplished by compensating the consumer in terms of price, 
quantity held constant or compensating the consumer in terms of quantity, 
price remaining constant. Accordingly, Hicks has reformulated four different 
variations of consumer surplus: 
 (i) the quantity -compensating variation; 
 (ii) the price-compensating variation; 
 (iii) the quantity equivalent variation; and 
 (iv) the price-equivalent variation. 
Let us now illustrate these measures of consumer’s surplus.
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Fig. 9.4 Marshall’s Consumer Surplus and Income Compensating Variation

 1. The Quantity-Compensating Variation: Figure 9.5 illustrates the 
consumer’s surplus as quantity-compensating variation. Suppose that 
the consumer is in equilibrium at point P on indifference curve I1. At 
point P, he consumes OQ units of commodity X. Let its price, Px, fall 
so that the new budget line is MN′, and the consumer moves to a new 
equilibrium P′ on IC2 where he buys OQ′. Now the question is how 
much money should be withdrawn from the consumer so that he is as 
well off as at his original position (i.e., he stays back at I1), the quantity 
purchased at the new price remaining the same, OQ′. As shown in the 
figure, if the amount P′R is taken away from the consumer, he will 
be put back on his orginal indifference curve I1. Thus, P′R is one of 
the measures of consumer’s surplus called the quantity-compensating 
variation, since the consumer would be willing to pay P′R to buy OQ′ 
at the new price.

Fig. 9.5 Consumer’s Surplus: The Quantity Compensating Variation
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Consumer 2. The Price-Compensating Variation: Price-compensating variation 
means the maximum amount a consumer would be willing to pay 
to achieve his initial level of satisfaction. For illustration of price-
compensating variation, consider the original equilibrium position 
of the consumer at P on I1 in Fig. 9.5. Let the price of X fall so that 
the consumer moves to P′ on I2. If the whole real-income gain (MM′) 
resulting from the fall in the price is taken away from the consumer, he 
will move to the equilibrium point B. Now the question is how much 
the consumer would be willing to pay to gain equilibrium point P′ 
at the new price. Obviously, if MM′ is paid back to the consumer, he 
would move to P′. Note that MM′ = P′T. It implies that the consumer 
would be willing to pay P′T if he is allowed to move to P′. Thus P′T 
is price-compensating variation.

 3. The Quantity-Equivalent Variation: The quantity-equivalent 
variation is the maximum sum which a consumer would be willing 
to accept as compensation for being deprived of reaching an upper 
indifference curve as a result of fall in price. The quantity-equivalent 
variation is illustrated in Fig. 9.6. The consumer is, let us suppose, 
in equilibrium at point P on the indifference curve I1. At this point, 
he buys OQ of the commodity X. When price of X falls so that new 
budget line is MN, the consumer moves to equilibrium P′ on I2 and 
his quantity purchased increases from OQ to OQ′. Now the question 
is if the consumer is prevented from moving to point P′, how much 
money will have to be paid to him as compensation so that he attains 
the level of satisfaction indicated by I2.

   This amount can be obtained by extending the ordinate PQ to the 
I2. Figure 9.6 shows, the consumer will have to be paid PR to make him 
reach the indifference curve I2. With PR given to him, the consumer 
will be as well off at point R as at point P′. Thus PR is the quantity-
equivalent variation.

 4. The Price-Equivalent Variation: The price-equivalent variation is, 
according to Hicks, the maximum sum the consumer will accept as 
compensation for being deprived of the advantage of a fall in the price 
of a commodity. This sum equals the gain in terms of real-income due 
to fall in price. The price-equivalent variation can therefore be obtained 
by measuring the real-income effect. The real  income effect of a fall 
in price of X from OM/ON to OM/ON′, in Fig. 9.6, can be measured 
by drawing a budget line JK tangent to the indifference curve I2 and 
parallel to the budget line MN. As the figure shows, the real income 
gain resulting from the fall in the price of X from OM/ON to OM/ON′ 
equals MJ = PB. That is, if MJ is paid to the consumer he would be 
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economically as well off as he would be due to fall in the price of X. 
Thus MJ (=PB) is the price-equivalent variation.

Fig. 9.6 Consumer’s Surplus: The Quantity and Price Equivalent Variation

It may however be noted at the end that none of these Hicksian measures 
precisely correspond to Marshall’s measure of consumer’s surplus.

9.5 SOME USES OF THE CONSUMER’S SURPLUS 
CONCEPT 

In spite of the fact that the concept of consumer’s surplus is beset with the 
problems of its measurement, it continues to be used in the analysis of certain 
practical problems. Some of its important uses are as follows:

First, the concept of consumer’s surplus is useful in demonstrating 
that  price paid for a commodity does not represent the satisfaction derived 
from the commodity. Generally, the satisfaction derived from a commodity 
is greater than the price paid for it. This helps in comparing the economic 
position of a consumer faced with two different price- quantity situations, 
even if consumer’s surplus cannot be measured in a meaning ful way.

Second, the concept of consumer’s surplus is a useful tool in comparing 
the burden of direct and indirect taxes. Besides, the concept is useful in 
formulating fiscal policies. Taxes on commodities with higher consumer’s 
surplus are preferable to commodities with lower consumer’s surplus. For, the 
taxes of the former kind yield greater revenue; involve relatively less social 
cost, and also have lower distortionate effect on consumption and production. 
Furthermore, a tax on increasing-cost-industries involves smaller loss of 
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Consumersocial welfare than those on decreasing or constant-cost-industries.  These 
conclusions are useful in the formulation of an appropriate taxation policy.

Third, in pricing policy of the monopoly, the concept of consumer’s 
surplus plays an important role, particularly where a discriminatory pricing 
of monopoly product is feasible and desirable. A revenue-maximising 
monopolist tries to extract the whole consumer’s surplus through the first-
degree price-discrimination. He sets the price of a durable good, initially, at 
such a high level that only those who are willing to pay a high price can buy 
the commodity. Then, the seller lowers down the price gradually to attract 
the customers with lower paying capacity. 

Fourth, the concept of consumer’s surplus is also used in social cost-
benefit analysis of both private and public sector projects, e.g., dams, bridges, 
roads, flyovers, parks, etc. An element of social benefit of such projects 
is ‘cost-saving’. The concept of ‘cost-saving’ is directly derived from the 
concept of consumer’s surplus. 

Finally, the consumer’s surplus concept is also used in estimating the 
gains from the international trade, i.e., the exchange of goods between the 
countries. This concept is also used in ascertaining, at least theoretically, the 
implication of customs and quota system used to control and regulate the 
imports of goods and services.

These uses of consumer surplus shall be illustrated in the forthcoming 
chapter at appropriate places.

Check Your Progress

 3. What is the price-equivalent variation?
 4. List the four different variations of consumer’s surplus reformulated 

by Hicks.  

9.6 ANSWERS TO CHECK YOUR PROGRESS 
QUESTIONS

 1. Any individual who purchases products or services for his personal 
use and not for manufacturing or resale is called a consumer.

 2. Consumer’s surplus is defined as the difference between the total 
amount that consumers are willing and able to pay for a good or service 
(indicated by the demand curve) and the total amount that they actually 
do pay (i.e. the market price).

 3. The price-equivalent variation is, according to Hicks, the as 
compensation for being deprived of the advantage of a fall in the price 
of a commodity.
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 4. Hicks has reformulated four different variations of consumer surplus: 
 (i) the quantity-compensating variation
 (ii) the price-compensating variation 
 (iii) the quantity equivalent variation; and 
 (iv) the price-equivalent variation.

9.7 SUMMARY

 • A consumer is one who is the decision maker whether or not to buy 
an item at the store, or someone who is influenced by advertisement 
and marketing. Every time someone goes to a store and buys a shirt, 
toy, beverage or anything else, they make a decision as a consumer. 

 • Consumers play a vital role in the economic system of a nation. Without 
consumer demand, producers would lack one of the key motivations 
to produce: to sell to consumers. The consumer also forms part of the 
chain of distribution.

 • Producers often take advantage of consumer surplus when setting 
prices. If an organization can identify groups of consumers within their 
market who are willing and able to pay different prices for the same 
products, then sellers use price discrimination.

 • The analysis of consumer’s behaviour in the preceding chapters 
assumes that the consumer is aware of the prices which he is required 
to pay for the goods and services he consumes.

 • Although the concept of consumer surplus was originated by Dupuit, 
a French engineer, he had not provided a measure of the surplus.

 • The Marshallian concept and measure of consumer’s surplus has been 
criticised on several grounds by several economists.

 • The Marshallian consumer’s surplus can be measured by using 
indifference curve analysis under (a) Marshallian assumptions that 
MU of money remains constant; and (b) that MU of money does not 
remain constant—Hicks’ own assumption.

 • Hicks has pointed out in his Value and Capital that Marshallian 
consumer’s surplus was the same as his income-compensating 
variation.

 • In spite of the fact that the concept of consumer’s surplus is beset with 
the problems of its measurement, it continues to be used in the analysis 
of certain practical problems.



NOTES

Self-Instructional
Material  195

Consumer • The concept of consumer’s surplus is useful in demonstrating that price 
paid for a commodity does not represent the satisfaction derived from 
the commodity. 

 • The consumer’s surplus concept is also used in estimating the gains 
from international trade, that is, the exchange of goods between the 
countries. 

9.8 KEY WORDS

 • Consumer: He is someone who can make the decision whether or not 
to purchase an item at the store, and someone who can be influenced 
by marketing and advertisements.

 • Surplus: This is an amount of something left over when requirements 
have been met; an excess of production or supply.

 • Quantity-Equivalent Variation: It is the maximum sum which 
a consumer would be willing to accept as compensation for being 
deprived of reaching an upper indifference curve as a result of fall in 
price. 

 • Price-compensating variation: It means the maximum amount 
a consumer would be willing to play to achieve his initial level of 
satisfaction.

9.9 SELF ASSESSMENT QUESTIONS AND 
EXERCISES

Short-Answer Questions

 1. What are the criticisms raised against the Marshallian concept of 
consumer’s surplus?

 2. List the assumptions of the Marshallian concept of consumer’s surplus.
 3. Briefly mention the use of the concept of consumer’s surplus.

Long-Answer Questions

 1. ‘Consumer sovereignty is an important concept for classical economies.’ 
Elucidate the statement.

 2. Explain the Marshallian concept of consumer’s surplus graphically.
 3. Discuss Hicksian method of measuring consumer’s surplus.



Consumer

NOTES

 Self-Instructional 
196 Material

9.10 FURTHER READINGS

Dwivedi, D. N. 2008. Principles of Economics, Seventh Edition. New Delhi: 
Vikas Publishing House.

Weil. David N. 2004. Economic Growth. London: Addison Wesley.
Thomas, Christopher R. and Maurice S. Charles. 2005. Managerial 

Economics: Concepts and Applications, Eighth Edition. New Delhi: 
Tata McGraw-Hill Publishing Company Limited.

Mankiw, Gregory N. 2002. Principles of Economics, Second Edition. India: 
Thomson Press.



NOTES

Self-Instructional
Material  197

Business Cycles and  
Business PolicyUNIT 10 BUSINESS CYCLES AND 

BUSINESS POLICY
Structure 
 10.0 Introduction
 10.1 Objectives
 10.2 Business Cycles

 10.2.1 Characteristics of Business Cycles
 10.2.2 Phases of Business Cycles
 10.2.3 Business Policy

	 10.3	 Inflation
	 10.3.1	 Characteristics	of	Inflation
	 10.3.2	 Types	of	Inflation
	 10.3.3	 Demand	Pull	Inflation	and	Cost	Push	Inflation

	 10.4	 Control	of	Deflation
 10.4.1 Effects on Business Cycle

 10.5 Answers to Check Your Progress Questions
 10.6 Summary
 10.7 Key Words
 10.8 Self Assessment Questions and Exercises
 10.9 Further Readings

10.0 INTRODUCTION

Business	cycles	are	the	“ups	and	downs”	in	economic	activity,	defined	in	
terms of periods of expansion or recession. During expansions, the economy, 
measured by indicators like jobs, production, and sales, is growing in real 
terms,	after	excluding	the	effects	of	inflation.	Recessions	are	periods	when	
the economy is shrinking or contracting. In this unit, you will study about 
business	cycles	in	detail.	The	concept	of	inflation	along	with	its	types	and	
features	and	the	effect	of	inflation	and	deflation	on	the	business	cycle	have	
also been discussed here.

10.1 OBJECTIVES

After going through this unit, you will be able to:
 • State the characteristics and phases of a business cycles
 •	Define	inflation	and	deflation
 •	Discuss	the	types	of	inflation
 •	Define	demand	pull	inflation	and	cost	push	inflation
 •	List	the	measures	to	control	deflation
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10.2 BUSINESS CYCLES

Business cycles refer to the periodic booms and slumps in eco nomic activities, 
generally	compared	to	‘ebb	and	flow’.	The	ups	and	downs	in	the	economy	
are	reflected	by	the	fluctuations	in	aggregate	economic	magnitudes,	including	
total production, investment, employment, prices, wages, bank credits, etc.

10.2.1 Characteristics of Business Cycles

Different business cycles differ in duration and intensity. However, they have 
some common features explained below.
 1. Business cycles occur periodically. The duration of cycles varies from 

a minimum of two years to a maximum of ten to twelve years. They 
do not show same regularity but they have some distinct phases such 
as expansion, peak, contraction or depression and trough. 

 2. Business cycles are synchronic. It means that they do not cause changes 
in any single industry or sector but are of all embracing character. 

	 3.	 It	has	been	observed	that	that	business	cycles	cause	fluctuations	not	only	
in the level of production but also simultaneously in other variables 
such as employment, investment, consumption, rate of interest and 
price level.

 4. Investment and consumption of durable consumer goods such as 
cars, houses, and refrigerators are mostly affected by the cyclical 
fluctuations.	

 5. Consumption of non-durable goods and services does not vary much 
during different phases of business cycles.

 6. The immediate impact of depression and expansion is on the inventories 
of goods. When depression sets in, the inventories start accumulating 
beyond the desired level. This leads to a cut in the production of goods. 
On the contrary, when recovery starts, the goods in the inventories 
go below the desired level. This encourages businessmen to place 
more orders for the goods whose production increases and stimulates 
investment in capital goods.

 7. The occurrence of business cycles causes a lot of uncertainty for 
businessmen	and	makes	it	difficult	to	forecast	the	economic	conditions.	
Thus,	it	leads	to	fluctuation	in	profits.

 8. Business cycles are international in character. It means that once the 
cycle sets in one country, it spreads to other countries through trade 
relations between them. 
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10.2.2 Phases of Business Cycles

The upward and downward movements in the magnitudes show different 
phases of business cycles. Basically, there are only two phases in a cycle, 
viz., prosperity and depression. However, considering the inter mediate stages 
between prosperity and depression, the various phases of trade cycle are 
enumerated as follows:
 1. Expansion of economic activities,
 2. Peak of boom or prosperity,
 3. Recession, the downtrend,
 4. Trough, the bottom of depression, and
 5. Recovery and expansion.

The	five	phases	of	the	business	cycle	are	presented	in	Fig.	10.1.	The	
steady growth line shows the growth of the economy when there are no 
business cycles. The various phases of business cycles are shown by the 
line of cycle which moves up and down the steady growth line. The line 
of cycle moving above the steady growth line marks the beginning of the 
period	of	‘expansion’	or	prosperity’	in	the	economy.	The	expansion phase 
is characterized by increase in output, employment, investment, aggregate 
demand,	sales,	profits,	bank	credits,	wholesale	and	retail	prices,	per	capita	
output and a rise in standard of living. However, growth rate eventually 
slows down and reaches its peak. The phase of recession begins when the 
downward slide in the growth rate becomes rapid and steady. Output, em-
ployment, prices, etc., register a rapid decline, though the realized growth 
rate may still remain above the steady growth line. So long as growth rate 
exceeds or equals the expected steady growth rate, the economy enjoys the 
period of prosperity—high or low. But, when the growth rate falls below 
the steady growth rate, it marks the beginning of depression in the economy. 
When depression continues and hits the bottom, it marks a period of trough. 
After the period of trough, the economy begins to recuperate and treads on 
the path of recovery. The process is continuous.

Fig. 10.1 Phases of Business Cycle
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Let us now describe in some detail the important features of the various 
phases of business cycle, and also the causes of turning points.
Prosperity: Expansion and Peak: The prosperity phase is characterized by 
a rise in the nation al output, rise in consumer and capital expenditure, rise 
in	the	prices	of	raw	materials	and	finished	goods,	and	rise	in	the	level	of	
employment. In the later stages of prosperity, however, inputs start falling 
short	of	their	demand.	Additional	workers	are	hard	to	find.	Hence	additional	
workers can be obtained by bidding a wage rate higher than the prevailing 
rates.	Labour	market	 becomes	 a	 seller’s	market.	A	 similar	 situation	 also	
appears in other input markets. Consequently, input prices increase rapidly 
leading to increase in output and employment. Cost of living increases at a rate 
relatively higher than the increase in household incomes. Hence consumers, 
particularly	wage	earners	and	households	of	fixed	income	class,	review	their	
consumption	expenditure.	Consu	mers’	 resistance	gets	momentum.	Actual	
demand	stagnates	or	even	decreases.	The	first	and	most	serious	impact	of	
decline	falls	on	the	demand	for	new	houses,	flats	and	apartments.	Incidently,	
this is what happened in the US in 2007–08 causing economic depression. 
Following this, demand for cement, iron and steel, and construction labour 
tends to halt. This trend subsequently appears in other durable goods industries 
like automobiles, refrigerators, furniture, etc. This marks reaching the peak.
Turning-Point and Recession: As already mentioned, once the economy 
reaches the peak, increase in demand is halted. The demand even starts 
decreasing in some sectors, for the reason stated above. Producers, on the 
other hand, unaware of this fact continue to maintain their existing levels of 
production and investment. As a result, a discrepancy arises between output 
supply and demand: supply exceeds demand. The widening of discrepancy 
between supply and demand is so slow that it goes unnoticed for some time. 
But, the persistence of this problem makes the producers believe that they 
have	 indulged	 in	 ‘over-investment’	 and	 over-production.	Consequently,	
future investment plans are given up; orders placed for new equipments, raw 
materials and other inputs are cancelled. Replacement of worn-out capital is 
postponed. Demand for labour tends to decrease; and temporary and casual 
workers are laid off in a bid to bring demand and supply in balance. The 
cancellation of orders for inputs by the producers of consumer goods creates 
a chain-reaction in the input market. Producers of capital goods and raw 
materials cancel their orders for their input. This is the turning point and the 
begin ning of recession.

Since demand for inputs has decreased, input prices, e.g., wages, interest, 
etc., show a gradual decline leading to a simul taneous decrease in the incomes 
of wage and interest earners. This ultimately causes demand recession. On the 
other hand, producers lower their price in order to get rid of their inventories 
and	also	to	meet	their	financial	obligations.	Consumers,	is	their	turn,	expect	
a further decrease in price, and hence, postpone their purchases. As a result, 
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the discrepancy between demand and supply continues to grow. When this 
process gathers speed, it takes the form of irreversible recession. Investments 
start declining. The decline in investment leads to decline in employment, 
income and consumption. When investments continue to decline, production 
and employment continue to decline causing in further decline in demand 
for both consumer and capital goods. Borrowings for investment decreases; 
bank credit shrinks; stock prices de crease; unemployment increases even 
though there is a fall in wage rates. At this stage, the process of recession is 
complete. When growth rate falls below the steady growth line, the economy 
enters the phase of depression.
Depression and Trough: During the phase of depression, economic activities 
slide down their normal level. The growth rate becomes negative. The level 
of national income and expenditure declines rapidly. Prices of consumer 
and	capital	goods	decline	steadily.	Workers	lose	their	jobs.	Debtors	find	it	
difficult	to	pay	off	their	debts.	Demand	for	bank	credit	reaches	a	low	ebb	
and banks experience mounting of their cash balances. Investment in stock 
becomes	less	profitable	and	less	attractive.	At	the	depth	of	depression, all 
economic activities touch the bottom and the phase of trough is reached. Even 
the expenditure on maintenance is deferred in view of excess production 
capacity.	Weaker	firms	are	eliminated	from	the	industries.	At	this	point,	the	
process of depression is complete.
How is the Process Reversed?: The basic factor that reverses the recessionary 
trend is the limit to which an economy can shrink. When the econo my hits 
the bottom and stays there for some time, it marks the end of pessimism and 
beginning of optimism. This reverses the process. The process of reversal 
generally begins in the labour market. The widespread unemployment forces 
workers to work at wages less than the prevailing rates. The producers 
anticipating better future try to maintain their capital stock and offer jobs 
to some workers here and there. They do so also because they begin to take 
an optimistic view of the situation due to the halt in decrease in price in the 
trough phase. Consumers on their part expecting no further decline in price 
begin to resume their postponed consumption and hence demand picks up, 
though gradual ly. Bankers having accumulated excess liquidity (idle cash 
re	serve)	try	to	salvage	their	financial	position	by	lowering	the	lending	rate	
and by investing their funds in securities and bonds, even if rate of return 
is very low. Consequently, investment picks up and employment gradually 
increases. Following this recovery in production and wage income, demand 
for both consumer and capital goods starts picking up. Since banks have 
accumulated excess cash reser ves, bank credit becomes easily available and 
at a lower rate. For all these reasons economic activities get accelerated. 
Due to increase in income and consumption, the process of multiplier gives 
further impetus to the economic activities, and the phase of recovery gets 
underway, depending on the speed of recovery.
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The Phase of Recovery:	As	the	recovery	gathers	momentum,	some	firms	
plan addi tional investment; some undertake renovation programmes; and 
some undertake both. These activities generate construction activities in both 
consumer and capital goods sectors. Individuals who had postponed their 
plans to construct houses undertake this task now, lest cost of construction 
should mount. As a result, more and more em ployment is generated in the 
construction sector. As employment increases despite wage rates moving 
upward, the total wage incomes increase at a rate higher than the employment 
rate. Wage income rises and so does the consumption expenditure. 
Businessmen	realizing	a	quick	return	with	high	profitability,	speed	up	the	
production machinery.

Over a period, as factors of production become more fully employed, 
wages and other input prices move upward rapidly, though not uniformly. 
Investors, therefore, select the best of the alternative investment opportunities. 
As prices, wages and other factor prices increase, a number of related 
developments begin to take place. Businessmen start increasing their 
inventories, consumers start buying more and more of durable goods and 
variety items. With this process catching up, the economy enters the phase 
of expansion and prosperity. The cycle is thus complete.

10.2.3 Business Policy

Policy	is	different	from	strategy.	‘Policy’	is	derived	from	the	Greek	word	
‘politeia’,	meaning‘	polity’,	that	is,	the	state	and	its	citizens,	and	Latin	polotis	
meaning	‘polished’,	that	is,	clear.

According to the New Webster Dictionary,	‘policy’	means	the	art	or	
manner of governing a nation or the principle on which any measure or course 
of	action	is	based.	This	definition	implies	that	policy	is	a	prescribed	guideline	
for governing actions of an organization with respect to given objectives. 
Kotler	has	given	a	clear	definition	of	policy:

Policies define how the company will deal with stakeholders, 
employees, customers, suppliers, distributors and other important groups. 
Policies narrow the range of individual discretions so that employees act 
consistently on important issues.

Different Features of Policy

On	the	basis	of	this	definition,	certain	features	of	policy	can	be	identified.	
These are:
 • Policies should follow from organizational objectives and should be 

formulated in consistency with such objectives.
 • Policies provide guidelines to managers/members in an organization for 

deciding a course of action, and these limit their discretion or freedom 
in choosing the course of action.
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 • Policy formulation is generally the function of senior or top management 
of a company, and not the job of all managers.

 • Policies are commonly expressed in qualitative terms in a general way. 
Sometimes,	policies	can	also	be	stated	in	a	conditional	or	more	specific	
way.

 • In any organization, a policy will remain in vogue for sometime till it is 
reviewed, and a change in the policy is made or the policy is replaced 
by a new one. This means that policies do not change frequently.

To make the concept or meaning of policy clearer, some examples are given 
below.
 • A company will not consider any cost reduction measures if it means 

compromising on the quality of its product(s).
 • A company decides to grow only through retained earnings and not 

resort to capital issue or market borrowing.
 • A company will not consider adding any new products with less than 

10 per cent return on investment.
 • A company sells on cash terms and also on credit terms.
 • A rental company charges a deposit for renting materials.
 •	A	car	company	charges	extra	money	for	delivering	the	car	to	the	buyer’s	

premises.
 • A company hires personnel with experience only.
 • A company has guidelines on how to collect outstanding amounts from 

its customers.
 • A company responds to 50 per cent of customer enquiries within three 

working days.
 • A company does not question the return of goods by customers that 

were purchased during last one month.
 • A company does not give any discount on price.
 • A company gives 10 per cent discount on price if payment is made in 

cash.

Policy vs. Strategy

The difference between policy and strategy should now be clear. Policy 
is broader or more general—more in the form of guidelines or principles. 
Strategy	is	more	specific	with	reference	to	a	particular	situation,	target	or	
objective.	Policy	generally	comes	first;	strategy	comes	later,	and,	sometimes,	
follows from or is subject to policy. Let us explain this with an example. A 
company	wishes	to	achieve	greater	cost	efficiency.	This	is	the	objective.	The	
company also has a policy of not retrenching any of its existing employees. 
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So, a strategy will be worked out, which is subject to or consistent with 
this policy. The strategy may relate to economies of scale or measures for 
increasing productivity or identifying and eliminating wasteful expenditure 
in some area(s) of operation. 

Some policy analysts and strategic thinkers do not make much 
distinction between policy and strategy. According to them, the relationship 
between policy and strategy is an evolutionary phenomenon. Over a period 
of time, because of pressure of business and growing competition, business 
policies	of	many	companies	evolved	into	specific	strategic	processes.	The	
paradigm shift between policy and strategy has been well enunciated by 
Hofer and others (1984). This is shown below:
First Phase: Till the mid-1930s: (Ad hoc policy)
Ad	hoc	policy	making	necessitated	by	 the	 expansion	of	American	firms	
in terms of product, markets and customers; and, the consequent need for 
replacing informal controls by framing functional policies to guide managers.
Second Phase: 1930s and 1940s (Planned policy)
Planned policy formulation instead of ad hoc policy making and shift of 
emphasis to integration of function areas caused by environmental changes.
Third Phase: 1960s (Strategy)
Rapid pace of environmental changes and increasing complexity of 
management necessitating a critical look at business in relation to environment 
and the need for strategic decisions.
Fourth Phase: 1980s and later (Strategic management)

Shift of focus to strategic processes and the responsibility of 
management in resolving strategic issues. The evolutionary aspect gives a 
good perspective to the difference between policy and strategy.

10.3 INFLATION

Inflation	means	generally	an	unduely	high	and	persistent	rise	in	the	general	
level of prices over a period of time. However, there is no universally 
acceptable	definition	of	inflation.	The	definition	of	inflation	has	been	changing	
over time depending on the perception of the economists. For example, 
according	to	Pigou,	a	neo-classical	economist,	“Inflation	exists	when	money	
income is expanding more than in proportion to increase in earning activity.” 
To	Coulborn,	inflation	is	a	situation	of	“too	much	money	chasing	too	few	
goods”.	Modern	economists	have	tried	to	define	inflation	more	meaningfully.	
According	to	Ackley,	“Inflation	is	a	persistent	and	appreciable	rise	in	the	
general	level	or	average	of	prices.”	Harry	G.	Johnson	defines	inflation	as	“a	
sustained	rise	in	prices.”	According	to	Samuelson,	“Inflation	denotes	a	rise	
in the general level of prices.” Bronfenbrenner and Holzman have suggested 
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a	number	of	alternative	definitions	of	inflation	which	are	mostly	modified	
versions	of	earlier	definitions.	Their	alternative	definitions	make	things	more	
fuzzy	rather	than	adding	clarity	to	inflation.	

10.3.1	 Characteristics	 of	 Inflation

Following	are	the	main	characteristics	of	inflation:
	 (i)	 Inflation	is	always	accompanied	by	a	rise	in	the	price	level.	
	 (ii)	 Inflation	is	generally	caused	by	excessive	money	supply.
	 (iii)	 Inflation	is	essentially	an	economic	phenomenon	as	it	originates	in	the	

economic system. It is the result of action and interaction of economic 
forces.

	 (iv)	 Inflation	is	a	dynamic	process	as	observed	over	the	long	period.
	 (v)	A	cyclical	movement	of	prices	is	not	inflation.
	 (vi)	Actual	inflation	begins	after	full	employment.
	(vii)	 Inflation	may	be	demand-pull	or	cost-push.
	(viii)	The	essence	of	inflation	lies	in	excess	demand	in	relation	to	the	supply	

of everything.

10.3.2	 Types	of	 Inflation

Inflation	is	generally	classified	on	the	basis	of	its	rate	and	causes.	The	types	
of	inflation	based	on	its	cause	will	be	discussed	under	the	causes	of	inflation.	
Here,	we	take	a	look	at	the	kinds	of	inflation	based	on	the	rate of inflation. 
Inflation	on	the	basis	of	rate	is	classified	as	(i)	moderate	inflation,	(ii) galloping 
inflation,	and	(iii)	hyper	 inflation.	Another	kind	of	 inflation	referred	to	 in	
contemporary	inflation	studies	is	‘suppressed	inflation’.
 (i)	Moderate	Inflation:	‘A	single	digit’	rate	of	annual	inflation	is	called	

‘moderate	 inflation’	 or	 ‘creeping	 inflation’.	During	 the	 period	 of	
moderate	inflation,	prices	increase	but	at	a	moderate	rate	from	1%	to	
9%.	The	‘moderate	rate’	may	vary	from	country	to	country.	However,	
an	important	feature	of	moderate	inflation	is	that	it	is	‘predictable’	and	
people	hold	money	as	a	store	of	value.	By	this	definition,	India	has	
had	a	moderate	rate	of	inflation	during	the	post-independence	period,	
except in few years.

 (ii)	Galloping	Inflation:	A	very	high	rate	of	inflation	is	called	“galloping	
inflation’.	How	 high	 should	 be	 the	 rate	 of	 inflation	 to	 be	 called	
galloping	inflation	is	not	defined	precisely.	According	to	Baumol	and	
Blinder,	“Galloping	inflation	refers	to	an	inflation	that	proceeds	at	an	
exceptionally	high	rate.”	They	do	not	specify	what	rate	of	 inflation	
is	 ‘exceptionally	high’.	Samuelson	and	Nordhaus	define	 ‘galloping	
inflation’	more	precisely.	According	to	them,	“Inflation	in	the	double	or	
triple-digit range of 20, 100 or 200 per cent a year is labeled galloping 
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inflation”.	This	 definition	 is	 equally	 imprecise	 because	 the	 double	
and	triple-digit	inflation	varies	from	10%	to	999%	per	annum.	There	
is a very wide difference between these two lower and upper rates. 
A	country	with	900	per	cent	 inflation	will	have	devastating	effects	
whereas	a	country	with	20–30	per	cent	inflation	can	manage	without	
pressing the alarm bell though in modern times, it does alarm the bell. 
The	post-World	War	I	inflation	in	Germany	is	an	example	of galloping 
inflation.	The	wholesale	prices	in	Germany	increased	by	140	per	cent	
in 1921 and a colossal 4100 per cent in 1922, which is, of course, the 
case	of	hyper	inflation.	Some	recent	examples	of	galloping	inflation,	
i.e.,	the	annual	average	rate	of	inflation,	during	1980–91	are	as	follows:	
Argentina	–	416.9%;	Brazil	–	327.6%;	Mexico	–	66.5	%;	Peru	–	287.3%	
and	 former	Yugoslavia	 –	 123.0%.	These	 cases	 are	 often	 quoted	 as	
examples	of	hyper	inflation	also.

 (iii)	Hyper	Inflation:	According	to	the	early	views,	hyper	inflation	takes	
place when prices shoot up at more than three-digit rate per annum. 
During	the	period	of	hyper	inflation,	paper	currency	becomes	worthless.	
Germany	had	hyper	inflation	in	1922	and	1923	when	wholesale	price	
index shot up by ‘100 million per cent between December 1922 and 
November	 1923.’	November	 1923	was	 the	worst	 period	 of	 hyper	
inflation	in	Germany—“from	January	1922	to	November	1923,	 the	
price	 index	rose	from	1	 to	10,000,000,000.”	Hungarian	 inflation	of	
1945–46	is	another	example	of	hyper	inflation,	infact	the	worst	case	of	
hyper	inflation	ever	recorded.	In	Hungary,	“rate	of	inflation	averaged	
about 20,000 per cent per month for a year and in the last month prices 
skyrocketed 42 quadrillion per cent.”

The	Suppressed	 Inflation

Another	category	of	inflation	that	often	comes	across	in	contemporary	writings	
on	inflation	is	suppressed inflation. In	contrast	to	open	inflation	(i.e.,	price	
rise without any control and regulation by the government), some countries 
experience suppressed inflation. When prices continue to rise in spite of 
price control but at less than potential rate, it is called suppressed inflation. 
Price control through various direct or indirect price control measures has 
become a common feature of economic policy of most developed and 
developing	economies.	Price	controls	take	the	form	of	statutory	fixation	of	
the	price	or	fixation	of	a	price	ceiling;	rationing	the	consumption	of	scarce	
goods, controlled distribution of goods through public distribution system 
and	subsidization	of	commodities	with	high	inflation	potentials.	In	spite	of	
these	control	measures,	prices	do	rise	and	inflation	does	take	place	but	at	a	
rate	lower	than	the	potential	rate	in	the	open	system.	This	kind	of	inflation	
is	called	suppressed	inflation.
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10.3.3	 Demand	Pull	 Inflation	and	Cost	Push	 Inflation

The	modern	theories	of	inflation	follows	the	theory	of	price	determination.	
That is, the general price is determined by aggregate demand for and 
aggregate supply of goods and services and the variation in the aggregate 
price level is caused by the level of shift in the aggregate demand and 
aggregate	 supply	 curves.	The	modern	 theory	 of	 inflation	 	 is,	 in	 fact,	 a	
synthesis	 of	 classical	 and	Keynesian	 theories	 of	 inflation.	The	modern	
analysis	of	inflation	shows	that	inflation	is	caused	by	one	or	both	of	demand 
and supply-side factors. The factors which operate on the demand side 
are called demand-pull factors, and those operating on the supply-side 
are called cost-push factors. Accordingly,	there	are	two	kinds	of	inflation:	 
(i) demand-pull	 inflation and (ii) cost	push	 inflation. The two kinds of 
inflation	are	discussed	here	briefly.	However,	a	section	of	economists	argues	
that	demand-pull	and	cost-push	factors	interact	to	cause	inflation.	The	theory	
of	inflation	based	on	interaction	of	demand-pull	and	cost-push	factors	has	
been discussed subsequantly.

1.	Demand-Pull	 Inflation

The	demand-pull	 inflation	 occurs	when	 the	 aggregate	 demand	 increases	
at a much higher rate than the aggregate supply. In other words, demand-
pull	inflation	occurs	when,	given	the	aggregate	supply,	aggregate	demand	
increases substantially. Increase in aggregate demand may be caused by (a) 
monetary factors, i.e., increase in money supply and/or (b) real factors, i.e., 
increase in demand for real output. Let us now see how monetary and real 
factors	cause	inflation.
(a) Increase in Money Supply and Demand-Pull Inflation: One important 
reason	for	demand-pull	inflation	is	increase	in	money	supply	in	excess	of	
increase in potential output. Whether increase in money supply in excess of 
increase	in	output	is	the	only	cause	of	inflation	is	a	controversial	issue.	But	
the fact is that monetary expansion in excess of increase in the level of output 
is	one	of	the	most	important	factors	causing	demand-pull	inflation.	

Let	us	look	at	the	process	of	demand-pull	inflation	caused	by	monetary	
expansion. When monetary and real sectors are in equilibrium at the same 
level of output and prices, the economy  is said to be in general equilibrium. 
The general price level corresponding to the general equilibrium is called 
equilibrium	price	level.	Now	let	money	supply	increase,	other	things	remaining	
the same. The increase in money supply causes a decline in the interest rate. 
The decrease in the interest rate increase in transaction demand for money, 
especially for investment. Increase in investment causes increase in the level 
of income. Increase in income causes a rise in consumption expenditure. The 
rise in investment and consumer expenditures increases aggregate demand, 
aggregate supply remaining the same. This rise in aggregate demand is exactly 
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proportional to the rise in the money stock. The rise in aggregate demand, 
given the aggregate supply, causes increase in the general price level. Thus, 
increase	in	money	supply	causes	demand-pull	inflation.

The	German	 inflation	 of	 1922–23	 is	 often	 cited	 as	 an	 example	 of	
demand-pull	 inflation	 caused	 by	 the	 increase	 in	money	 supply.	During	
1922–23,	the	German	government	had	fallen	under	heavy	post-war	debts	
and reparations of payment obligations. The government, left with no option, 
printed and circulated billions and billions of paper currency. As a result, the 
general price level rose a billion fold. In recent times, the excess supply of 
money	caused	demand-pull	inflation	in	Russia	in	1990s	‘when	the	Russian	
government	financed	its	budget	deficit	by	printing	roubles’.	Due	 to	rapid	
increase in money supply, the general level of prices had risen in Russia 
during the early 1990s at an average rate of ‘25 per cent per month [or 100 
× (1.2512	–	1)	=	1355	per	cent	per	year].’
(b) Real-Factor Demand-Pull Inflation: Real-Factor	demand-pull	inflation	
can be caused by any or many of the following real factors. 
 (i) Increase in the government expenditure without change in tax revenue;
 (ii) Cut in tax rates without change in the government expenditure;
 (iii) Increase in investment;
 (iv) Increase in consumer demand;
 (v) Increase in exports given imports; and
 (vi) Decrease in imports given the exports.

The	first	 four	 factors	 straightaway	 increase	 the	 level	 of	 disposable	
income. Increase in aggregate income increases aggregate demand causing 
demand-pull	inflation.	For	example,	suppose	that	the	government	increases	
its	spending	financed	through	borrowings	abroad.	The	rise	in	the	government	
spending generates additional demand and, therefore, aggregate demand 
increases. Since there is, by assumption, full employment, additional resources 
can be acquired only by bidding a higher price. This pushes the prices up 
without increase in the output. Therefore, the transaction demand for money 
increases. In order to meet the additional transaction demand for money, 
people	sell	their	financial	assets—bonds	and	securities.	Consequently,	bond	
and security prices go down and the rate of interest goes up. In the product 
market, prices increase to such an extent that the additional government 
spending is absorbed by the price rise.  This is how other real factors also 
cause	inflation.

2.	Cost-Push	 Inflation

There	are	instances	of	inflation	which	could	not	be	fully	explained	by	the	
demand-side factors. The 1958-recession in the western countries is a famous 
instance. During the period of recession, the aggregate demand had declined. 
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Yet there was no decrease in the general price level. Instead, it tended to rise. 
In recent times, it is a common experience that prices generally do not decrease 
during the period of recession. Furthermore, even when there is stagnation 
in	the	economy	and	there	is	no	inflationary	pressure,	the	general	price	level	
generally continues to increase. It implies a situation of stagflation. The 
investigation into this kind of phenomenon, particularly for the 1958-puzzle, 
had led to the emergence of supply-side theories of inflation, popularly known 
as cost-push theory and supply-shock theory	of	inflation.

Cost-push	inflation	is generally caused by monopolistic groups of the 
society,	like	labour	unions	and	firms	in	monopolistic	and	oligopolistic	market	
setting. Strong labour unions often succeed in forcing money wages to go 
up causing prices to go up. This kind of rise in price level is called wage-
push	inflation.	Also,	firms	enjoying	monopoly	power	have	also	been	found	
using their monopoly power to raise prices which in turn leads to rise in the 
general	price	level.	The	monopolistic	and	oligopoly	firms	push	their	profit	
margin	up	causing	a	rise	in	the	general	price	level.	This	kind		of	inflation	is	
called profit-push	inflation.	Another	kind	of	cost-push	inflation	is	said	to	
be caused by supply shocks, i.e., decrease in the aggregate supply. This is 
called supply	shock	inflation.	Minimum-wage legislation and administered 
prices are other supply side factors which not only keep price level up but also 
create conditions for increase in the prices. In this section, we will discuss 
briefly	these	kinds	of	cost-push	inflation.	
 (i) Wage-Push	Inflation:	Wage-push	inflation	is	attributed	to	the	exercise	

of monopolistic power by the labour unions to get their money 
wages enhanced more than the competitive labour market conditions 
would permit. Organized and powerful labour unions exercise their 
monopoly power and force their employers to increase their money 
wages above the competitive level without matching increase in labour 
productivity. Increase in money wages causes an equal increase in the 
cost	of	production.	The	increase	in	cost	of	production	forces	the	firms	
to increase the price. This trend causes the aggregate supply curve to 
shift backward. A backward shift in the aggregate supply causes an 
upward movement in the price level.

	 	However,	every	rise	in	the	money	wages	is	not	always	inflationary.	
The rise in money wages due to the following factors is not said to be 
inflationary.

 (i) Increase in wage rate due to increase in productivity,
 (ii)	Rise	in	wage	rates	due	to	inflation,	
 (iii) Wage rise where unionized wage bill is very small, and
 (iv) Wage rise due to shortage of labour supply. 
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 (ii) Profit-Push	Inflation:	In	contrast	to	wage-push	inflation,	profit-push	
inflation	is	caused	by	the	use	of	monopoly	power	by	the	monopolistic	
and	oligopolistic	firms	to	enhance	their	profit	margin	which	results	in	
the	rise	in	price	and	inflation.	Today,	monopolistic	competition	and	
oligopolies characterize the real market situation all over the world. 
The	monopolies,	monopolistically	competitive	firms	and	oligopolies	
tend	to	increase	their	price	to	increase	their	profit	margin,	given	the	
market	conditions,	of	course.	Therefore,	a	profit-push	type	of	inflation	
is certainly a theoretical possibility. 

  Profit-wage Spiral: It may be added here that wage-push and profit-
push inflation go hand in hand, whichever may be the leading cause. 
Labour	unions	may	be	the	first	to	force	wage	rate	to	go	up	but	firms	raise	
the price level often more than proportionately. Or else, monopolistic 
firms	may	be	 the	first	 to	 push	 the	 product	 price	 up	 forcing	 labour	
unions to demand a higher wage rate. It then has its repercussions on 
the	money	wages.	Higher	prices	and	profits	induce	demand	for	higher	
wages. The powerful labour unions force their employers to raise their 
wages.	Following	the	wage	hike,	firms	raise	the	product	prices.	When	
this process gets going, it takes the form of ‘profit-wage	spiral’.

 (iii) Supply-Shock Inflation: Supply shock is generally caused by 
unexpected decline in the supply of major consumer goods or key 
industrial inputs. For example, vegetable and foodgrain prices shot up 
in India by more than 100 per cent in the last quarter of 2013, making 
a big election issue in 2014. Prices of some key industrial inputs like, 
coal, steel, cement, oil, basic chemicals, etc., go up because of short 
supply caused by labour strikes, natural calamities, etc. Also, rise 
in the price may be caused by supply bottlenecks in the domestic 
economy or international events (generally wars) causing bottlenecks 
in the movement of internationally traded goods  and causing thereby 
shortage of supply and rise in imported industrial inputs. 
The sudden rise in the OPEC oil prices of 1970s due to Arab-Israel 

war	is	the	famous	example	of	the	supply	shock	inflation	all	over	the	world.	
The OPEC had more than quadrupled the oil prices between 1972 and 1974. 
The oil price (Arabian Lights/Dubai) had increased from $ 1.90 per barrel 
in 1972 to $ 10.41 per barrel in 1974. Due mainly to rise in the oil prices, 
the	 rate	of	 inflation	 in	 India	was	20.1%	 in	1973–74,	 25.2%	 in	1974–75;	
17.1%	in	1979–80,	and	18.2%	in	1980–81	compared	to	the	annual	average	
of	6.1	per	cent	inflation	during	the	preceding	and	about	8	per	cent	inflation	
during the succeeding decades. The other factors which had contributed to 
the high price-rise were failure of crops in 1972–73, aftermath of 1971 war 
and	influx	of	Bangladesh	refugees.	For	these	reasons,	prices	had	risen	by	32	
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per	cent	in	September	1974.	This	kind	of	inflation	falls	in	the	category	of	
supply-shock	inflation.

10.4 CONTROL OF DEFLATION

A economic scenario where there is a decline in general price levels of 
commodities	and	services	is	referred	to	as	deflation.	Deflation	sets	in	when	
the	overall	price	level	falls	because	of	which	inflation	rate	becomes	negative.	
Deflation	increases	the	real	value	of	money	and	one	can	buy	more	goods	and	
service with it than before.
Measures	to	control	deflation	includes:
 • Credit expansion: Bank credit should be made easily available to the 

public and business concerns.
 • Lowering the taxation: When the prices of goods and services are 

reduced than previous one. This will lead to tremendous increase in 
the purchasing power of the people.

 • Repayment of public debt: This would result in an increase in the 
amount of currency in the economy which helps to eradicate the 
deflation.

 • Initiatives to attract more investments: This will attract the foreign 
institutional investors and domestic entrepreneurs to set up their 
businesses in the economy. 

10.4.1 Effects on Business Cycle

Expansion and contraction phases are the two main parts of the business 
cycle. The expansion phase is dominated by strong demand for goods and 
services, and its inevitable effect is the driving up of prices. On the other 
hand, during the contraction phase of the cycle, demand weakens, incomes 
fall	and	unemployment	rises.	The	result	is	a	weakening	of	the	inflation	rate	at	
a	minimum,	and	if	the	recession	is	severe	enough,	deflation.	Strong	underlying	
secular growth trend have shortened the recessions more than recoveries, so 
deflation	has	not	been	an	issue	of	lasting	concern.	But	every	time	inflation	
drops to a low level, economists worry.

Check Your Progress

 1. List any two characteristics of a business cycle.
	 2.	Name	the	types	of	inflation.	
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10.5 ANSWERS TO CHECK YOUR PROGRESS 
QUESTIONS

 1. Two characteristics of a business cycle are as follows:
 • Business cycles occur periodically: The duration of cycles varies 

from a minimum of two years to a maximum of ten to twelve 
years. They do not show same regularity but they have some 
distinct phases such as expansion, peak, contraction or depression 
and trough. 

 • Business cycles are synchronic: It means that they do not cause 
changes in any single industry or sector but are of all embracing 
character. 

	 2.	The	types	of	inflation	are	(i)	moderate	inflation	(ii)	galloping	inflation	
(iii)	hyper	inflation	(iv)	demand	pull	inflation	(v)	cost	push	inflation.

10.6 SUMMARY

 • Business cycles occur periodically. The duration of cycles varies from 
a minimum of two years to a maximum of ten to twelve years. They 
do not show same regularity but they have some distinct phases such 
as expansion, peak, contraction or depression and trough.

 • The upward and downward movements in these magnitudes show 
different phases of business cycles. Basically, there are only two phases 
in a cycle, viz., prosperity and depression.

 •	 Inflation	means	generally	 an	unduly	high	and	persistent	 rise	 in	 the	
general level of prices over a period of time. However, there is no 
universally	acceptable	definition	of	inflation.

 •	 Inflation	 is	 a	monetary	 phenomenon	 and	 it	 is	 generally	 caused	 by	
excessive money supply.

 •	 Inflation	on	the	basis	of	rate	is	classified	as	(i)	moderate	inflation,	(ii)	
galloping	inflation,	and	(iii)	hyper	inflation.	Another	kind	of	inflation	
referred	to	in	contemporary	inflation	studies	is	‘suppressed	inflation’.

 •	The	demand-pull	inflation	occurs	when	the	aggregate	demand	increases	
at a much higher rate than the aggregate supply.

 •	Cost-push	inflation	is	generally	caused	by	monopolistic	groups	of	the	
society,	like	labour	unions	and	firms	in	monopolistic	and	oligopolistic	
market setting.

 •	Deflation	means	an	economic	scenario	where	there	is	decline	in	general	
price levels of commodities and services.
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 • The two main parts of the business cycle are the expansion and 
contraction phases. The expansion phase is dominated by strong 
demand for goods and services, which has the inevitable effect of 
driving up prices.

10.7 KEY WORDS

 • Business cycle: It refers to the periodic booms and slumps in economic 
activities,	generally	compared	to	‘ebb	and	flow’.

 •	 Inflation: It means generally an unduly high and persistent rise in the 
general level of prices over a period of time.

 •	Deflation: It means an economic scenario where there is decline in 
general price levels of commodities and services.

10.8 SELF ASSESSMENT QUESTIONS AND 
EXERCISES

Short-Answer Questions

	 1.	What	is	the	current	position	of	inflation	in	India?
	 2.	List	the	characteristics	of	inflation.
	 3.	Write	a	short	note	on	the	kinds	of	cost	push	inflation.
	 4.	List	the	measures	to	control	deflation.

Long-Answer Questions

 1. Discuss the phases of a business cycle.
	 2.	When	does	demand	pull	inflation	take	place?	What	are	its	kinds?
	 3.	Critically	analyse	the	effects	of	inflation	and	deflation	on	the	business	

cycle.
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UNIT 11 PRODUCT LINE
Structure 
 11.0 Introduction
 11.1 Objectives
 11.2 Reasons required for Changing Existing Product Mix

	 11.2.1	 Significance	of	Elements	of	Product	Mix
 11.2.2 Product Mix Strategy
	 11.2.3	 Product	Mix	Modifications	
	 11.2.4	 Factors	Determining	the	Scope	of	Product	Line
	 11.2.5	 Product	Line	Pricing
	 11.2.6	 Special	Order	Pricing
	 11.2.7	 	Pricing	Complementary	Products

 11.3 Answers to Check Your Progress Questions
	 11.4	 Summary
 11.5 Key Words
	 11.6	 Self	Assessment	Questions	and	Exercises
 11.7 Further Readings

11.0 INTRODUCTION

A	marketing-oriented	company	does	not	merely	sell	the	physical	product	but	
also	sells	customer	satisfaction	along	with	it.	Marketing	strategy	involves	
the	determination	of	the	level	of	customer	satisfaction.	Thus	the	products	
that	are	marketed,	include	physical	goods,	services,	experiences,	persons,	
organization,	information	and	ideas.	A	product	mix	is	the	set	of	all	products	
and	items	that	a	particular	seller	offers	for	sale.	Product	mix	is	the	composite	
of	products	offered	for	sale	by	a	firm	or	business	unit.	It	is	a	set	of	all	product	
lines	and	items	that	a	particular	company	offers	to	buyers.	The	nature	of	the	
product	mix	is	at	times	described	using	expressions	like	depth,	width	and	
consistency.	In	this	unit,	you	will	study	about	reasons	required	for	changing	
the	existing	product	mix.	You	will	also	study	about	the	factors	determining	
the	 scope	of	product	 line,	 product	 line	pricing,	 special	 order	pricing	 and	
pricing	complementary	products.

11.1 OBJECTIVES

After	going	through	this	unit,	you	will	be	able	to:
 •	 State	the	reasons	required	for	changing	the	existing	product	mix
 •	List	the	factors	determining	the	scope	of	product	line
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 •	 Prepare	an	overview	of	pricing	complementary	products

11.2 REASONS REQUIRED FOR CHANGING 
EXISTING PRODUCT MIX

The	product	mix	of	a	company	is	 immensely	influenced	by	its	 long-term	
objectives.	There	may	be	more	 than	one	 long-term	objective,	but	 for	 the	
convenience	 of	 this	 study,	we	 can	 divide	 it	 into	 three	main	 parts:	 profit	
objective,	sales	stability	objective	and	sales	growth	objective.	

1. Profit objective

Profit	maximization	 is	 the	main	objective	of	 every	 company.	 In	order	 to	
facilitate	this,	the	company	may	decide	to	add	a	product	or	products	in	the	
product	mix	which	 are	more	profit-oriented.	The	marketer	may	 take	 the	
decision	to	improve	the	less	profitable	product	and	absolutely	abandon	the	
production	of	unprofitable	products.

2. Sales stability objective

In	 order	 to	 fully	 utilize	 its	 production	 capacity,	 every	 company	 aims	 at	
having	stable	sales	volume.	They	always	want	to	avoid	a	situation	where	
sales	may	fluctuate	widely.	For	example,	if	the	sales	volume	of	the	company	
reaches	its	peak,	the	company	may	require	additional	production	capacity.	
But	if	due	to	certain	reasons,	the	sales	of	the	company’s	product	declines,	
the	production	capacity	may	remain	idle,	leading	to	a	heavy	penalty	on	the	
company’s	investment	and	a	huge	financial	loss	to	the	company.	Therefore,	
the	company	has	to	ensure	that	it	achieves	stability	of	sales	volume.	This	
may	require	the	company	to	initiate	changes	in	its	product	mix.

3. Sales growth objective

The	success	of	a	company	cannot	be	ensured	only	by	the	stability	of	sales	
volume.	This	 has	 to	 be	 further	 supported	 by	 comprehensive	 efforts	 of	
marketers	 to	 increase	 the	sale	of	 the	company’s	products.	To	achieve	 the	
objective	of	sales	growth,	the	company	is	required	to	inculcate	changes	in	the	
product	mix,	keeping	in	view	the	life-cycle	of	the	existing	products.	A	product	
which	has	reached	the	saturation	point,	should	immediately	be	scrapped.	The	
options	that	are	available	with	the	company	are	either	to	improve	the	product	
or	to	add	some	new	products.	It	may	even	try	to	enter	a	new	market	segment	
by	improving	the	products.	Such	steps	can	enhance	the	sales	potential	of	a	
company’s	product	mix.	
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Nature of Product Mix

Product	mix	is	a	set	of	all	product	lines	and	items	that	a	particular	company	
offers	to	buyers.	The	nature	of	the	product	mix	is	described	in	terms	like	
depth,	width	and	consistency.	

1. Depth 

The	depth	of	a	product	only	refers	to	the	number	of	variants	that	are	offered	
for	each	product	in	the	line.	For	example,	Hindustan	Lever	offers	Close-up	
toothpaste	in	sizes	of	20	gms,	50	gms,	150	gms,	etc.	In	this	case,	there	is	
a	product	depth	of	three.	Similarly,	Halo	shampoo	comes	in	three	different	
formulations	in	three	different	sizes	and	hence	has	a	product	depth	of	nine.	
This	kind	of	assortment	is	popularly	known	as	stock	keeping	units	(SKUs).

2. Length

The	length	of	product	mix	refers	to	the	total	number	of	items	in	the	mix.	
This	is	obtained	by	dividing	the	total	length	by	the	number	of	lines.	Take	
the	example	of	Procter	and	Gamble	company,	which	offers	different	product	
lines.	It	carries	different	detergent	brands,	such	as	Ariel	and	Tide.

3. Width

The	width	of	product	mix	refers	to	the	extent	of	different	product	lines	in	
the	product	mix	offered	by	 the	 company.	For	 example,	FMCG	company	
Hindustan	Lever	offers	different	products	like	tooth	paste,	detergent,	bar/
soap,	etc.

4. Consistency

The	consistency	of	product	mix	refers	to	the	relatedness	of	various	product	
lines.	We	can	say	that	Nestlé’s	product	lines	are	consistent,	in	the	sense	that	
they	are	all	food	products.

11.2.1 Significance of Elements of Product Mix

The	three	product	mix	elements	are:	
	 (i)	Depth
	 (ii)	Width	and
	 (iii)	Consistency.	

The	product	mix	elements	are	very	significant	for	marketers	as	they	
form	 the	basis	 for	 rationalization	of	 the	marketing	process.	By	enlarging	
the	width,	 i.e.,	 by	 increasing	 product	 lines,	 a	 company	 can	 satisfy	 its	
customers’	need	for	variety	by	making	products	of	diverse	qualities	in	the	
same	product	line.	A	company	producing	TVs	may	make	them	in	different	
sizes	and	qualities,	keeping	in	mind	the	wide	range	of	customers.	By	doing	
this,	 the	company	may	specialize	in	a	particular	product	line	and	thereby	
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distribution.	The	company	can	also	carry	out	research	work	to	improve	the	
quality	of	products.	It	gives	the	company	an	opportunity	to	make	a	decision	
about	adding	new	products	or	improving	the	quality	of	product.	However,	
it	should	be	kept	in	mind	that	nowadays,	consumers	pay	more	attention	to	
quality	than	the	price	of	the	product.

In	case	 there	 is	consistency	of	product	 in	 the	product	 line	or	 if	 the	
product	 belongs	 to	 the	 same	 category	 of	 consumer	 goods,	 it	 can	 reduce	
production	cost	to	a	great	extent.	The	cost	of	distribution	of	the	product	may	
also	come	down	by	using	the	same	channels	of	distribution	and	advertisement.

11.2.2 Product Mix Strategy

The	 fact	 that	 a	 company	 like	Godrej	manufactures	diverse	assortment	of	
products,	such	as,	refrigerators,	furniture,	soaps,	steel	almirahs,	etc.,	is	not	by	
accident.	In	fact,	it	reflects	the	planned	marketing	strategy	of	the	company.	
To	be	successful	in	marketing,	manufacturers,	distributors	and	retailers	need	
to	adopt	a	carefully-crafted	strategy	for	managing	their	product	mixes.	

1. Product positioning

The	revenue	generated	by	the	product’s	sales	and	company’s	profits	depends	
to	a	great	extent	on	the	ability	of	the	management	to	attract	customers	towards	
the	product.	Also	it	depends	on	the	capability	to	successfully	achieve	product	
differentiation	that	enables	the	consumer	to	distinguish	the	product	from	that	
of	the	competitors.	Thus,	what	is	needed,	is	a	product	positioning	strategy	that	
enables	the	company	to	develop	a	strong	image	for	its	product,	vis-	à	-vis,	
competitors.	Marketers	can	opt	for	a	variety	of	product	positioning	strategies:

2. Positioning in relation to the competitors’ product

Some	marketers	 prefer	 to	 put	 their	 product	 directly	 against	 that	 of	 the	
competitor’s—particularly	when	 their	 product	 has	 a	 solid	 differential	
advantage.	After	launching	its	Micro-processor,	Intel	started	a	campaign	to	
convince	buyers	about	the	superiority	of	its	product	vis-à-vis	competitors.	
The	company	even	paid	money	to	computer	manufacturers	to	include	the	
slogan	‘Intel	inside’	in	their	advertising	campaign.	In	case	the	competitor	
has	a	strong	market	position,	‘Head	to	Head’	positioning	strategy	is	exactly	
what	the	marketers	need	to	do.

3. Positioning in relation to a product class or exclusive feature

Sometimes	marketers	 adopt	 a	 positioning	 strategy	 that	 puts	 emphasis	
on	 associating	or	 disassociating	 its	 product	 a	 class	 or	 an	 attribute.	Some	
companies	promote	their	products	as	‘belonging	to	an	exclusive	class’,	such	
as	‘Made	in	Japan’	or	having	some	attractive	features,	such	as	‘low	in	calorie’	
or	energy	consumption,	energy	saver,	environment-friendly,	etc.	This	strategy	
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is	widely	used	by	food	product	manufacturers,	who	highlight	the	attributes	
of	the	product	as	cholesterol	free,	fat	free,	sugar	free,	etc.

4. Positioning by price and quality

Some	garment	manufacturers	 and	 retailers	 like	Raymonds,	Van	Heusen	
and	Louis	Phillipe	offer	high	quality	products	at	a	premium	price.	 In	 the	
automotive	segment,	positioning	is	done	on	the	basis	of	exclusive	features	
like	high	quality	and	high	price.	For	example,	Maruti	SX4,	Honda	Civic,	
Corolla	Altis,	etc.

5. Positioning in relation to target markets

Whichever	positioning	strategy	a	company	may	prefer,	it	must	always	give	
due	 consideration	 to	 the	 target	market.	Using	 this	 strategy,	 the	 company	
may	find	it	more	convenient	to	address	the	needs	and	aspirations	of	different	
consumers	regarding	their	choice,	taste,	price	preferences,	quality	preferences,	
etc.

6. Trading up and trading down

The	 strategy	of	 trading	up	and	 trading	down	 requires	marketers	 to	bring	
changes	in	the	product	positioning	and	expand	the	product	line.	Trading	up	
would	mean	adding	premium	priced	products	to	attract	the	high-end	market.	
This	strategy	will	help	a	company	in	enhancing	the	sale	of	its	low-priced	
products	while	encashing	on	the	prestige	of	the	new	product.

Trading	down	involves	adding	low	priced	products	in	the	company’s	
product	 line.	According	 to	 the	company’s	strategist,	 those	who	could	not	
afford	to	buy	the	product	earlier	due	to	its	high	price,	can	now	easily	afford	
the	low-priced	product	and	can	thus	further	enhance	the	customer	base	of	
the	firm.	As	per	the	consumer’s	psychology,	buying	the	low-priced	product	
of	a	company	will	provide	the	status	and	benefits	of	the	company’s	high-end	
products.

However,	there	is	a	negative	side	of	the	trading	down	strategy,	as	the	
new	offering	may	permanently	spoil	the	company’s	reputation	and	also	that	
of	its	high	quality	product.	To	minimize	this	side	effect,	the	company	may	
give	a	new	brand	name	to	its	low-priced	product.

In	case	of	trading	up	strategy	too,	marketers	are	required	to	be	extremely	
cautious	while	formulating	their	strategy.	In	this	case,	the	problem	depends	
on	the	fact	that	whether	the	new	product	or	line	uses	the	same	brand	which	is	
already	established	or	is	given	a	new	name.	In	case	the	company	decides	to	
continue	with	the	same	brand	even	for	its	new	product,	it	must	take	steps	to	
change	it’s	image	in	such	a	manner	that	it	will	not	be	difficult	for	customers	
to	accept	the	high-priced	product.	However,	marketers	do	not	want	to	lose	
their	old	customers.	If	the	company	decides	to	use	a	different	brand	name,	
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Product Lineit	must	create	awareness	among	consumers	and	then	stimulate	them	to	buy	
the	new	product.

7. Product mix contraction

While	using	this	strategy,	marketers	either	eliminate	the	entire	line	of	products	
or	consolidate	the	assortment	with	a	line.	For	example,	some	travel	agencies	
instead	 of	 selling	 all	 kinds	 of	 travel	 services,	 decided	 to	 concentrate	 on	
specialized	tours	and	trips	to	exotic	places.
How many products/variants: Various	companies	and	their	different	branded	
products	are	fighting	for	the	shrinking	shelf	space	of	retailing	companies,	
which	in	turn	has	compelled	marketers	to	rework	on	their	brands.	During	the	
post-liberalization	phase,	a	large	number	of	multinational	companies	entered	
the	Indian	market.	As	a	result,	there	was	intense	competition	between	the	
domestic	and	multi-national	companies.	To	generate	maximum	excitement	
among	 consumers,	 the	 companies	 launched	 several	 variants	 of	 the	 same	
product	—	new	packaging,	new	formulations,	different	flavours,	additional	
quantity	at	the	same	cost	(25%	extra),	etc.

In	fact,	according	to	marketers,	extensions	are	considered	to	be	the	
best	way	of	responding	to	consumer’s	desires.	However,	a	large	number	of	
new	offerings	also	pose	a	problem	for	retailers	in	the	form	of	lack	of	shelf	
space.	This	problem	may	force	showroom	managers	to	squeeze	more	items	
into	their	store	by	reducing	the	average	space	allocated	to	each	of	these	items.	

11.2.3 Product Mix Modifications 

A	company’s	product	mix	is	never	static.	Customers’	preferences	change,	
new	customer	segments	emerge,	and	company’s	competencies	and	priorities	
change.	All	these	changes	warrant	a	change	in	a	company’s	product	mix.

(i) Product mix expansion 

Product	mix	expansion	is	achieved	by	increasing	the	depth	within	a	particular	
product	line,	i.e.,	new	brands	or	variants	of	existing	brands	are	added	to	the	
product	line	and/or	by	increasing	the	number	of	product	lines.	

(ii) Line extension   

When	a	company	adds	a	similar	item	to	an	existing	product	line	with	the	same	
brand	name,	it	is	called	line	extension.	A	company	resorts	to	line	extension	
to	appeal	to	more	market	segments	by	offering	a	wide	range	of	options	of	
flavours,	colour,	size,	etc.,	for	a	particular	product.

(iii) Mix extension 

New	product	lines	are	added	to	the	company’s	present	assortment.	The	new	
lines	may	be	related	or	unrelated	to	the	current	products.	The	company	may	
use	one	of	the	existing	brand	names	or	may	give	an	entirely	new	name	to	the	
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new	product	lines.	When	a	company	uses	one	of	its	existing	brands	to	offer	
a	new	product	line,	it	is	called	brand extension.

(iv) Product mix contraction  

Product	mix	contraction	is	achieved	either	by	eliminating	an	entire	product	
line	or	eliminating	a	few	products	or	brands	from	within	a	line.	The	idea	is	to	
weed	out	unprofitable	product	items	or	product	lines	and	earn	higher	profits	
from	fewer	products.

(v) Repositioning 

Repositioning	involves	changing	customers’	perceptions	of	a	brand.	It	involves	
changing	the	product’s	attributes	and	communication	to	the	customers.

(vi) Product modification  

Product	modification	will	 involve	 changing	 the	 quality	 levels	 of	 the	
product	item	to	make	it	more	appropriate	for	the	target	market,	functional	
modifications	to	reflect	changing	customer	requirements	and	to	incorporate	
latest	technologies	and	style	modification	to	appeal	to	customers’	emerging	
aesthetic concerns.

(vii) Planned obsolescence

This	is	the	practice	of	modifying	products	so	that	those	that	have	already	
been	 sold	 become	 obsolete	 before	 they	 actually	 need	 replacement.	The	
modified	 product	 is	 substantially	 different	 and	 better	 than	 the	 earlier	
version,	and	customers	who	possess	the	earlier	version	feel	disadvantaged	
or	unfashionable.

11.2.4 Factors Determining the Scope of Product Line

Product	line	involves	the	creation	of	a	group	of	products	that	have	similar	
features	 and	 	 perform	 the	 same	 functions.	They	 are	marketed	 to	 similar	
customer	groups	through	the	same	channels	of	distribution.	A	product	line	
may	consist	of	products	having	various	sizes,	types,	quality,	colour	and	price.	
An	example	would	be	the	range	of	soaps	manufactured	by	a	company	which	
are	different	in	sizes	fragrance,	colour	and	price.	The	important	features	of	
a	product	line	are	as	follows:

Line stretching

This	type	of	strategy	is	used	by	the	marketer	when	he	feels	that	he	can	increase	
the	company’s	profitability	by	adding	or	deleting	an	item	from	its	product	
line.	The	line	stretching	can	either	be	an	upward	or	downward	movement.

Upward	stretching	takes	place	when	the	company	moves	or	attempts	
to	reach	the	upper	end	of	the	market	through	a	line	extension.	The	company	
prefers	to	go	for	upward	line	stretching	to	achieve	a	higher	rate	of	growth	
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Product Lineand	better	margins.	The	example	of	‘Lifebuoy	soap’	can	explain	the	case	
of	upward	line	stretching.	When	this	soap	was	launched,	it	was	marketed	
as	a	hygienic	bathing	soap	for	the	masses,	but	later,	the	company	changed	
its	strategy	and	extended	it	into	a	premium	quality	liquid	hand	wash	for	the	
upper	strata	of	society.

Downward	stretching	takes	place	when	the	company	decides	to	bring	
down	 the	price	of	a	product	 in	order	 to	make	 it	available	 to	 the	 low	end	
consumers.	Take	the	example	of	Ariel	detergent	powder,	which	started	out	
as	a	premium	product	for	the	upper	strata	of	society,	but	was	later	introduced	
as	Ariel	Bar	in	order	to	attract	lower	income	buyers.

Line filling

This	strategy	involves	increasing	the	length	of	the	product	line	by	adding	
more	items.	The	reasons	behind	the	adoption	of	the	line	filling	strategy	are:
	 (i)	To	achieve	incremental	profits.
	 (ii)	To	satisfy	those	dealers	and	distributors	who	complain	about	lost	sales	

due	to	a	missing	product	line.
	 (iii)	To	utilize	the	excess	capacity.
	 (iv)	To	offer	full	product	line.
	 (v)	To	adjust	product	positioning.

The	launch	of	Lux	soap	in	different	variants	is	an	example	of	line	filling.	
Today,	Lux	is	marketed	in	different	wrappings	and	fragrances.	There	is	also	
a	Lux	International	soap	that	has	an	exclusive	packaging	and	the	photograph	
of	an	actress	or	model	on	the	cover.

Such	 a	 strategy	 is	 adopted	 to	 enable	 the	 customers	 to	 differentiate	
between	each	item.	Each	item	must	have	a	distinct	feature	which	will	set	it	
apart	from	others.	

Line modernization

In	case	the	length	of	the	product	line	is	already	adequate,	it	is	advisable	to	
modernize	the	product	line.	Here,	the	option	before	the	company	is	either	to	
overhaul	the	line	of	products	completely	or	one	at	a	time.	One	strategy	is	to	
adopt	a	piecemeal	approach	which	provides	the	company	with	an	opportunity	
to	evaluate	the	reaction	of	the	customers	to	a	new	style.	However,	the	major	
disadvantage	of	 this	piecemeal	modernization	 is	 that	 it	gives	competitors	
an	 opportunity	 to	 see	 the	 changes	 and	 they	 can	 redesign	 their	 own	 line	
accordingly.	

In	today’s	environment	when	the	market	is	changing	rapidly,	there	is	a	
need	to	carry	out	the	task	of	modernization	continuously	as	the	competitors	
are	always	making	an	attempt	to	upgrade	their	options.	Thus	it	is	advisable	
that	each	company	must	constantly	try	to	re-design	their	offerings.	
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The	company	should	also	ensure	that	more	serious	attention	is	paid	to	
the	timing	factor	in	product	line	improvements.	It	should	neither	be	too	early	
so	that	it	causes	damage	to	the	sales	of	the	current	product	line	nor	should	it	
be	too	late	so	as	to	provide	competitors	with	an	opportunity	to	completely	
capture	the	market.

Line Featuring

Under	 this	 strategy,	 the	 prime	objective	 of	 the	 company	 is	 to	 attract	 the	
customers	 and	make	 them	 visit	 their	 showroom	 by	 highlighting	 some	
exclusive	features	of	one	or	more	products.	When	they	visit	the	showroom,	
they	are	exposed	to	other	product	ranges	and	models.	With	this	strategy,	the	
company	may	try	to	attract	either	high-end	or	low-end	customers.	Sometimes,	
the	company	may	make	an	attempt	to	boost	the	sales	of	some	slow-moving	
items	through	this	strategy.

11.2.5 Product Line Pricing

Product	line	pricing	policy	is	usually	prevalent	among	retailers.	This	policy	
is	closer	to	psychological	and	customary	pricing.	Under	this	policy	products	
are	priced	at	different	 levels	 in	order	 to	appeal	 to	a	different	 segment	of	
customers.	 For	 example,	 an	 appliance	manufacturer	 produces	 different	
versions	of	televisions	like	a	basic,	smart	TV	and	a	premium	range	to	suit	
different	pockets.

Product	line	pricing	policy	is	followed	keeping	in	mind	the	interest	of	
consumers	for	whom	pricing	is	important	in	choosing	a	particular	model	of	
a	product.	Under	this	policy,	pricing	decisions	are	taken	at	the	initial	stages	
and	they	remain	fixed	for	a	longer	period	of	time.	Any	change	in	the	market	
conditions	are	usually	made	by	adjusting	the	quality	of	the	merchandise.

11.2.6 Special Order Pricing

Special	order	pricing	is	a	 technique	used	to	calculate	prices.	It	 is	used	to	
calculate	the	lowest	price	of	a	product	or	service	at	which	a	special	order	may	
be	accepted	and	below	which	a	special	order	should	be	rejected.	A	business	
usually	receives	special	orders	from	customers	at	a	price	which	is	lower	than	
the	normal.	In	such	cases,	the	business	will	not	accept	that	special	order	if	all	
its	output	have	to	be	sold	at	a	normal	price.	However,	when	the	sales	are	low	
or	when	the	production	capacity	halts	for	some	time,	special	orders	should	be	
accepted	by	business	if	the	incremental	revenue	from	special	order	is	greater	
than	incremental	costs.

This	method	of	pricing	special	orders,	wherein	prices	are	set	below	
normal	prices	but	the	sale	still	generates	some	contribution	per	unit,	is	called	
contribution	approach	to	special	order	pricing.	The	main	idea	is	 that	 it	 is	
better	to	receive	something	above	variable	costs,	than	receiving	nothing	at	all.
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Product Line11.2.7  Pricing Complementary Product

Complementary	product	pricing	is	a	method	in	which	one	of	the	products	is	
priced	in	a	way	that	it	increases	the	sales	volume	and	in	turn	stimulates	the	
demand	of	other	product.

One	product	is	priced	low,	just	to	cover	the	costs	with	little	or	no	profit	
margin.	On	the	other	hand,	another	product	is	priced	high	with	a	very	high	
profit	margin.	Both	the	products	are	complementary	products	i.e.	use	of	one	
product	 is	 complemented	by	 the	other	product.	This	 strategy	 is	basically	
followed	to	overcome	the	loss	incurred	by	the	product’s	sale,	by	the	profit	
provided	by	the	sale	of	the	other	complementary	product.

This	 strategy	 is	 applicable	 for	 example	 in	 printers	 and	 cartridges.	
Once	you	have	bought	a	printer,	you	are	required	to	buy	the	complementary	
cartridge	unless	you	are	willing	to	buy	in	a	new	printer	itself.	Also,	companies	
keep	a	check	on	the	competitors	selling	ink	for	their	printers	by	having	unique	
cartridges.

Check Your Progress

	 1.	Define	product	mix.
	 2.	What	is	line	extension?	

11.3 ANSWERS TO CHECK YOUR PROGRESS 
QUESTIONS

	 1.	Product	mix	 is	a	set	of	all	product	 lines	and	 items	 that	a	particular	
company	offers	to	buyers.

	 2.	When	a	company	adds	a	similar	item	to	an	existing	product	line	with	
the	same	brand	name,	it	is	called	line	extension.

11.4 SUMMARY

 •	A	marketing-oriented	 company	 does	 not	merely	 sell	 the	 physical	
product	but	also	sells	customer	satisfaction	along	with	it.	Marketing	
strategy	involves	the	determination	of	the	level	of	customer	satisfaction.

 •	The	product	mix	of	a	company	is	immensely	influenced	by	its	long-
term	objectives.

 •	 Product	mix	 is	a	set	of	all	product	 lines	and	 items	 that	a	particular	
company	offers	to	buyers.	The	nature	of	the	product	mix	is	described	
in	terms	like	depth,	width	and	consistency.
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 •	The	consistency	of	product	mix	refers	 to	the	relatedness	of	various	
product	lines.	We	can	say	that	Nestlé’s	product	lines	are	consistent,	in	
the	sense	that	they	are	all	food	products.

 •	To	be	successful	in	marketing,	manufacturers,	distributors	and	retailers	
need	to	adopt	a	carefully-crafted	strategy	for	managing	their	product	
mixes.

 •	The	 strategy	of	 trading	up	 and	 trading	down	 requires	marketers	 to	
bring	changes	in	the	product	positioning	and	expand	the	product	line.	
Trading	up	would	mean	adding	premium	priced	products	to	attract	the	
high-end	market.

 •	A	 company’s	 product	mix	 is	 never	 static.	Customers’	 preferences	
change,	new	customer	segments	emerge,	and	company’s	competencies	
and	 priorities	 change.	All	 these	 changes	warrant	 a	 change	 in	 a	
company’s	product	mix.

 •	 Product	 line	 involves	 the	creation	of	a	group	of	products	 that	have	
similar	features	and	perform	the	same	functions.	They	are	marketed	
to	similar	customer	groups	through	the	same	channels	of	distribution.

 •	 Price	line	policy	is	followed	keeping	in	mind	the	interest	of	consumers	
for	whom	pricing	 is	 important	 in	 choosing	 a	 particular	model	 of	
product.

 •	Complementary	Product	 pricing	 is	 a	method	 in	which	 one	 of	 the	
products	 is	priced	to	maximize	the	sales	volume	and	which	in	 turn	
stimulates	the	demand	of	other	product.

11.5 KEY WORDS

 • Brand Extension:	When	a	company	uses	one	of	its	existing	brands	to	
offer	a	new	product	line,	it	is	called	brand	extension.

 • Product Positioning:	It	is	the	process	used	by	marketers	to	determine	
the	best	way	to	communicate	their	products’	attributes	to	their	target	
customers	on	the	basis	of	customer	needs	and	available	communication	
channels.

11.6 SELF ASSESSMENT QUESTIONS AND 
EXERCISES

Short-Answer Questions

	 1.	Briefly	mention	the	significance	of	elements	of	product	mix.
	 2.	Write	a	short	note	on	the	factors	determining	the	scope	of	product	line.



NOTES

Self-Instructional
Material  225

Product Line	 3.	What	is	the	main	purpose	of	using	the	special	order	pricing	technique?

Long-Answer Questions

	 1.	Discuss	 the	 various	 product	 positioning	 strategies	 adopted	 by	 a	
company	for	successful	marketing.

	 2.	Evaluate	the	usage	of	complementary	product	pricing	by	a	marketing	
company.

	 3.	Give	examples	reflecting	the	use	of	product	mix	strategies	from	the	
present	Indian	market	scenario.
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UNIT 12 ECONOMIC 
CONCENTRATION

Structure 
 12.0 Introduction
 12.1 Objectives
 12.2 Meaning of Economic Power 

 12.2.1 Forms of Concentration of Economic Power
 12.2.2 Domination of Markets 
 12.2.3 Growth of Large Industrial Houses and Concentration of Economic 

Power 
 12.3 Answers to Check Your Progress Questions 
 12.4 Summary
 12.5 Key Words 
 12.6 Self Assessment Questions and Exercises 
 12.7 Further Readings

12.0 INTRODUCTION

Smaller firms use market or economic concentration when they account for 
large percentage of the total market. It measures the extent of domination of 
sales of one or more firms in a particular market. Concentration ratio is used 
for the measurement of market concentration ratio. The market concentration 
ratio is used to measure the combined market share of all the top firms in 
the industry. In other words, it is used to measure the ‘Market Share’ of a 
firm or forms. It could be measured through the sales, employment statistics, 
number of people using a company’s services or products, number of outlets, 
etc. Herfindahl-Hirschman Index (HHI) is the most common measure to 
calculate the market concentration of a firm. This index is calculated by 
adding the square root of the percentage market share of each individual firm 
in the industry. In this unit, you will study about forms of concentration of 
economic power, market dominance, and growth of large industrial houses 
and concentration of economic power.

12.1 OBJECTIVES

After going through this unit, you will be able to:
	 •	Explain the meaning of economic power
	 •	Define market dominance
	 •	State the forms of concentration of economic power
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Economic Concentration
12.2 MEANING OF ECONOMIC POWER 

Economic power can be defined as the potentiality of countries, businesses, 
or individuals to enhance their standard of living. To put it in simple words, 
it improves their freedom to make decisions which are beneficial to them. 
At the same time, it reduces the power of any outside force to lessen their 
freedom. Purchasing power is a vital element of economic power. Countries, 
business firms and individuals can obtain economic power by improving their 
income, hence, adding to their wealth. This gives them the liberty to purchase 
more and better goods/services to satisfy their needs. 

The actual method of increasing income is by producing a good/service 
that is extremely beneficial to the world. The customers are willing to pay 
more for purchasing a product/service when they find it extremely useful to 
them. This might imply that a country manufactures technologically advanced 
equipment or software in some other country, thereby providing employment 
to that foreign land. Examples of such Multinational Companies (MNCs) 
are Reliance Industries, Apple, Google and so forth. As far as individuals 
are concerned, they acquire economic power and enhance their income by 
providing skilled expertise. Individuals providing this kind of service include 
lawyers, doctors, technicians and so forth. 

In the context of economic power, the market structure also plays a 
significant role. Monopolies, for instance, have a huge economic power. They 
own majority of the desired product/service. The most poignant example in 
this regard is that of Google. It almost has a monopoly on the Internet search 
market. People use Google for 65 percent of all searches. Google faces stiff 
competition from Microsoft and Yahoo which comprise 34 percent of the 
remaining market. 

12.2.1 Forms of Concentration of Economic Power

India’s independence was followed by the introduction of several changes 
in India, one of them being the establishment of big business houses such as 
that of Tata and Birla. After independence, India adopted in the centralized 
planning system—five year plans which provided a detailed account of the 
utilization of the country’s resources in the coming five years. The main 
objective of the five year plans was to accelerate the economic and industrial 
growth of the country. 

The Government of India initiated numerous reforms which were 
based on the studied conducted by committees and commissions during 
the 1960s to handle the problem of License Raj. The first in this regard was 
the Mahalanobis Committee. The Mahalanobis committee submitted its 
recommendation to the government. Accordingly, the government passed 
the Commissions of Inquiry Act 1952, under which a Monopolies Inquiry 
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Commission was established in 1964. The Monopoly Enquiry Commission 
(1964) studied the extent, effect and causes of this concentration and 
concludes that, “Concentration has been promoted more by way of planned 
economy which was adopted for rapid industrialisation in the country.” 

The Monopoly Enquiry Commission primarily stated two forms of 
concentration in 1964:
 1. Product-Wise Concentration: When an individual or group has 

authority over the production or distribution of any product/service, it 
is termed as product-wise concentration. 

  It is divided into three parts: 
 (a) High Concentration: 
  On 75% or more by 3 main producers or distributors. 
 (b) Medium Concentration: 
  On 60% to 75% by 3 main producers or distributors. 
 (c) Low Concentration: 
  On 50% to 60% of production or distribution by 3 main producers, 

if the concentration is less than 50% it will not be considered as 
concentration.

 2. Country-Wise Concentration: 
  When the ownership or control of most enterprises engaged in 

production or distribution of different goods is controlled by one person, 
family or industrial group it is called country-wise concentration. 

12.2.2 Domination of Markets 

Market dominance is a parameter of the quality of a brand, service or 
product relative to competition. While defining market dominance, one has 
to take into consideration as to what extent an item, brand, or firm controls 
an item’s classification in a given geographic area. 

It is to be noted that several methods are available for the calculation of 
market dominance. The most widely used method is that of market share. This 
is the percentage of the total market served by a firm or brand. A declining 
scale of market shares is common in most industries: that is, if the industry 
leader has say 50% share, the next largest might have 25% share, the next 
12% share, the next 6% share, and all remaining firms combined might have 
7% share. 

Market share does not truly reflect market dominance. The influence 
of customers, suppliers, competitors and government regulations must be 
taken into consideration as well. The general rules taken into account while 
determining the relationship between market share and market dominance, 
are the following:
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Economic Concentration • It is believed that a business firm, brand, product, or service that has 
a combined market share exceeding 60% will certainly enjoy market 
power and market dominance. 

 • Likewise, a market share of over 35% but less than 60%, held by one 
brand, product or service, is indicative of market strength but not 
mandatorily dominance.

 • Once again, a market share of less than 35%, held by one brand, product 
or service, is not an indicator of strength or dominance and will not 
raise anti-competitive concerns by government regulators.
There are also chances that market shares within an industry might not 

convey a declining scale. In a duopolistic market, there could be only two 
firms in a duopolistic market, each with 50% share; or there could be three 
firms in the industry each with 33% share; or 100 firms each with 1% share. 
The concentration ratio of an industry is largely utilized to indicate the relative 
size of leading firms in relation to the industry as a whole. One widely used 
concentration ratio is the four-firm concentration ratio, which comprises the 
combined market share of the four largest firms, as a percentage, in the total 
industry. The higher the concentration ratio, the greater the market power of 
the leading firms. 

In contrast to this, is the Herfindahl index. It is used to ascertain the 
size of firms in relation to the industry and is also indicative of the level of 
competition existing among them. It is defined as the total of the squares of 
the market shares of each individual firm. For instance, it can range from 0 
to 10,000, that is, from a very large amount of very small firms to a single 
monopolistic producer. Decreases in the Herfindahl index primarily indicate 
a loss of pricing power and an increase in competition, whereas increases 
denote the opposite. 

12.2.3 Growth of Large Industrial Houses and Concentration of 
Economic Power 

In the present arena of globalization the presence of MNCs in the emerging 
markets has given rise to debatable issue as to whether their presence is having 
a negative or positive impact on the economy of the host country. According 
to economic historian and scientist, Fogel (2006), greater oligarchic family 
control over large corporations is associated with worse economic outcomes, 
interventionist governments and underdeveloped market institutions in a 
group of 41 countries including India. Similarly, Khanna and Palepu (2000) 
and Khanna and Rivkin (2001) suggest, in opposition, that oligarchic 
family groups operate efficiently by creating their own internal capital and 
managerial talent markets, operting largely independently of the institutional 
environment denoted by bureaucracy, ‘red tapeism’ and market failure. 
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Growth of Business Groups in India 

After independence, the government of India was determined to ensure that 
the concentration of wealth will not remain in the hands of a few people. 
Not only this, the Constitution of India addressed this concern too and made 
it obligatory on the part of the government to control the concentration of 
wealth and check the growth of large business houses. 

In the 1950s, the government was afraid of concentration of power in 
the wake of the fast pace of economic growth anticipated by the economic 
planners. It became absolutely necessary to curb this essential aspect of the 
Indian economic policy of those days. As a result, all the business houses in 
India were supposed to function in a strict and regulated policy environment, 
popularly known as the License Raj. The business houses were required 
to take prior permission to issue capital, to raise money from financial 
institutions and to obtain foreign exchange. A high tariff was imposed on 
imported capital goods and raw materials.

For four decades from 1950, the growth of business groups was regulated 
by two principal legislative instruments: the Industries (Development & 
Regulation) (IDR), Act, 1951 and the Monopolies and Restrictive Trade 
Practices (MRTP) Act, 1969. The IDR Act was meant to prevent the 
concentration of wealth through a comprehensive system of licensing. The 
MRTP Act was designed to regulate and check the growth of assets and 
market power of business groups or enterprises. Periodic amendments were 
made to the IDR Act and the MRTP Act was revised in 1982 and 1984. The 
Government constituted four important committees in the 1960s in order to 
evaluate whether such government policies were effective in curtailing the 
concentration of wealth. It was found that till 1970, the share of the top 20 
business groups owning private corporate assets increased during the 1950s. 
While the share of assets reported for the 1960s is not strictly comparable 
with that of the 1950s, there was again a discernible increase in the relative 
share of the business groups. This was widely attributed to ineffective policy 
implementation. 

Between 1972 and 1984, the share of the Top-20 large business 
houses in corporate India’s total assets declined. But the assets of other 
large business groups increased, particularly in the second half of the 1970s. 
Further, between 1985 and 1989, the share of large business group assets in 
total assets of the whole corporate sector declined. This implied that policy 
measures succeeded in slowing the growth of large business groups between 
1972 and 1989. 

Reform measures introduced from 1991 removed a large number of 
regulatory checks in order to increase competition in the domestic economy. 
As a part of these policy changes, the MRTP Act was amended in 1991, 
abolishing the asset limits on its scope. Regulation of market dominance 



NOTES

Self-Instructional
Material  231

Economic Concentrationand abuse of market power was extended to the operations of all firms. As 
a result, the relative share of gross value of the Top-50 business groups in 
GDP was increased by about a third of a percentage point. 

In today’s scenario, it is to be noted that while on one hand, economic 
growth led by investors and promoted by a State-capital alliance has made 
India one of the fastest growing economies of the world; on the other hand, 
the concentration of economic power in the corporate sector has widened 
the rural-urban, regional and sector inequalities.

Check Your Progress

 1. When was the Monopoly Enquiry Commission established?
 2. Define economic power.

12.3 ANSWERS TO CHECK YOUR PROGRESS 
QUESTIONS 

 1. The Monopoly Enquiry Commission was established in 1964.
 2. Economic power can be defined as the potentiality of countries, 

businesses, or individuals to enhance their standard of living. To put 
it in simple words, it improves their freedom to make decisions which 
are beneficial to them.

12.4 SUMMARY

	 •	Smaller firms use market or economic concentration when they account 
for large percentage of the total market. It measures the extent of 
domination of sales of one or more firms in a particular market.

	 •	Herfindahl-Hirschman Index (HHI) is the most common measure to 
calculate the market concentration of a firm. This index is calculated by 
adding the square root of the percentage market share of each individual 
firm in the industry.

	 •	Economic power can be defined as the potentiality of countries, 
businesses, or individuals to enhance their standard of living. To put 
it in simple words, it improves their freedom to make decisions which 
are beneficial to them.

	 •	 In the context of economic power, the market structure also plays a 
significant role. Monopolies, for instance, have a huge economic power. 
They own majority of the desired product/service.

	 •	 India’s independence was followed by the introduction of several 
changes in India, one of them being the establishment of big business 



Economic Concentration

NOTES

 Self-Instructional 
232 Material

houses such as that of Tata and Birla. After independence, India adopted 
in the centralized planning system—five year plans which provided 
a detailed account of the utilization of the country’s resources in the 
coming five years.

	 •	The Monopoly Enquiry Commission (1964) studied the extent, effect 
and causes of this concentration and concludes that, “Concentration has 
been promoted more by way of planned economy which was adopted 
for rapid industrialisation in the country.” 

	 •	When the ownership or control of most enterprises engaged in 
production or distribution of different goods is controlled by one person, 
family or industrial group it is called country-wise concentration. 

 •	 In the present arena of globalization the presence of MNCs in the 
emerging markets has given rise to debatable issue as to whether their 
presence is having a negative or positive impact on the economy of 
the host country.

	 •	For four decades from 1950, the growth of business groups was 
regulated by two principal legislative instruments: the Industries 
(Development & Regulation) (IDR), Act, 1951 and the Monopolies 
and Restrictive Trade Practices (MRTP) Act, 1969.

12.5 KEY WORDS 

	 •	Market dominance: Market dominance is a measure of the quality 
of a brand, service or product relative to competition.

	 •	Duopoly: A duopoly is a situation where two companies own all or 
nearly all of the market for a given product or service.

12.6 SELF ASSESSMENT QUESTIONS AND 
EXERCISES 

Short-Answer Questions

 1. Write a short note on the use and calculation of Herfindahl-Hirschman 
Index (HHI).

 2. Define four-firm concentration.

Long-Answer Questions

 1. Explain the concentration of economic power in India after 
independence.

 2. Discuss the legislative instruments introduced by the Government of 
India to curb concentration of economic power.
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UNIT 13 FOREIGN INVESTMENT
Structure 
 13.0 Introduction
 13.1 Objectives
 13.2 Types of Foreign Investment and FDI

 13.2.1 Types of Foreign Direct Investment
 13.2.2 Methods of Foreign Direct Investment
	 13.2.3	 FDI	Inflow	in	India
 13.2.4 FDI in Developing Countries
 13.2.5 Guidelines for Foreign Investments
 13.2.6 FDI in Various Sectors and Euro Issues
 13.2.7 FII

	 13.3	 Answers	to	Check	Your	Progress	Questions
 13.4 Summary
 13.5 Key Words
	 13.6	 Self	Assessment	Questions	and	Exercises
 13.7 Further Readings

13.0 INTRODUCTION

According	 to	 the	 latest	 data	 of	 the	Department	 of	 Industrial	 Policy	 and	
Promotion	 (DIPP),	Foreign	Direct	 Investment	 (FDI)	 in	2017-18	grew	by	
only	3	per	cent	to	$44.85	billion.	Foreign	inflows	in	the	country	grew	by	8.67	
per	cent	in	2016-17,	29	per	cent	in	2015-16,	27	per	cent	in	2014-15,	and	8	
per	cent	in	2013-14.	India	has	done	considerably	well	in	terms	of	moving	
up	the	ranking	in	terms	of	ease	of	doing	business,	however,	it	needs	to	reach	
a level that creates enthusiasm for the overseas investors. FDI is important 
as	India	would	require	huge	investments	in	the	coming	years	to	overhaul	
its	infrastructure	sector	to	boost	growth.	Decline	in	foreign	inflows	could	
put pressure on the country’s balance of payments and may also impact the 
value	of	the	rupee.	This	unit	will	introduce	you	to	the	concept	of	FDI	with	
special reference to India.

13.1 OBJECTIVES

After	going	through	this	unit,	you	will	be	able	to:
 •	Define	foreign	direct	investment	(FDI)
 •	Discuss	the	inflow	of	FDI	in	India
 • State the guidelines for foreign investments in India
 •	 Prepare	an	overview	of	Foreign	Institutional	Investor	(FII)
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13.2 TYPES OF FOREIGN INVESTMENT AND FDI

Foreign	direct	investment	is	one	of	the	most	effective	methods	of	cross-border	
investing.	A	foreign	national	may	want	to	invest	in	a	country	offering	new	
markets,	higher	returns	or	cheaper	factor	costs.

Generally,	there	are	two	kinds	of	cross-border	investments,	which	are	
mentioned	as	follows:
 • Foreign Direct Investment (FDI): Investments made by a company or 

entity	based	in	one	country,	into	a	company	or	entity	based	in	another	
country

 • Foreign Portfolio Investment (FPI):	Investments	undertaken	for	the	
purpose	of	returns	without	any	burden	of	decision-making
United	Nations	Conference	on	Trade	and	Development	(UNCTAD)	

defines	FDI	as	an	‘investment	made	to	acquire	lasting	interest	in	enterprises	
operating outside of the economy of the investor.’

Foreign direct investment is an important source of capital for a country. 
It	is	especially	important	for	developing	countries	where	the	rate	of	capital	
formation	is	low	and	the	requirement	for	capital	is	high.	FDI	is	a	method	by	
which	the	residents	of	a	country	may	invest	in	another	country.	FDI,	along	
with	providing	returns,	also	has	decision-making	rights	in	the	entity	where	
the	investment	is	made.	FDI	often	entails	acquiring	a	factory	or	facility	or	
even	starting	one	with	the	intention	of	forming	a	base	in	that	country.

FDI leads to investing directly in the production process or any other 
business	(retail	or	service	sector)	of	any	country	other	than	the	one	where	the	
investor	resides.	FDI	entails	the	transfer	of	ownership	along	with	the	transfer	
of	other	factors	like	management	and	technology.	FDI	investments	worldwide	
have	 seen	 a	 downturn	 following	 the	financial	 crisis	 and	 the	 recessionary	
trends	in	the	world	economy.

FDI	is	the	flow	of	long-term	capital	from	one	economy	to	another.	FDI	
flowing	in	and	out	of	an	economy	is	reflected	in	the	Balance	of	Payments	
(BoP)	of	that	country.	The	FDI	is	placed	in	the	second	account	of	the	BoP,	the	
capital	account.		The	income	generated	through	FDI	investment	is	reflected	
in the current account. 

Table 13.1 Difference between FDI and FPI

Basis of 
Difference

Foreign Direct 
Investment (FDI)

Foreign Portfolio Investment (FPI)

Management and 
Control

Involved in 
management and 
ownership	control

No active involvement in management. 
Investment instruments are more easily 
traded and do not represent controlling 
stake
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Liquidation	of	
investment

Difficult	to	liquidate	
interest	or	pull-out

Interest	easily	liquidated	andeasy	to	
pull-out

Liquidity Investments	have	low	
liquidity	

Highly	liquid	investments

Origin Undertaken	by	
multinational 
corporations

Diverse	sources	like	mutual	funds,	
equity	and	debt	instruments	as	well	as	
pension funds

Investment Investment	of	financial	
and	non-financial	
(technology	and	
management	skills)	
assets 

Only	financial	investment

Volatility Low	level	of	volatility High level of volatility

Source: www.diffen.com/difference/FDI_vs_FPI

13.2.1 Types of Foreign Direct Investment

Foreign	direct	investment	can	take	place	in	the	following	ways:
 1. Vertical: When a company invests in a different country in the 

same industry but in a process that is either after or before the one 
it	is	currently	involved	in,	it	is	a	case	of	vertical	FDI.	There	are	two	
categories	of	vertical	FDI,	which	are	as	follows:

 • Backward Vertical: It is the investment in procedures that bring 
the	company	a	step	closer	to	the	actual	raw	materials.	For	example,	
a	readymade	clothes	manufacturer	of	China	buys	a	textile	factory	
in India.

 • Forward Vertical: It is the investment in procedures that bring 
the	company	a	step	closer	to	the	direction	of	the	market	it	caters.	
For	 example,	 the	 readymade	garments	manufacturer	 of	China	
buys a retail chain dealing in readymade garments in Australia.

 2. Horizontal: The company invests in the same activity it has been 
conducting	in	the	home	country.	For	example,	readymade	garments	
manufacturer invests in a garment manufacturing factory in Germany.

 3. Conglomerate:	This	is	an	investment	into	an	unrelated	field.	This	type	
of	FDI	carries	a	double	element	of	risk	as	not	only	is	the	company	
entering	a	new	country	but	it	is	also	investing	in	a	field	which	might	
not	 be	 related	 to	 its	 core	 competencies.	Therefore,	 the	 company	
encounters	twice	the	amount	of	barriers.	Investing	in	a	new	country	
and	diversification	cannot	be	considered	complementary	 strategies.	
They	are,	in	fact,	most	often	thought	of	as	alternative	strategies.

 4. Greenfield entry: When a company invests and establishes facilities 
as	well	as	elements	from	the	initial	stage,	it	is	called	a	Greenfield	entry.	
For	example,	if	the	garment	manufacturer	were	to	start	a	facility	by	
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Foreign Investmentbuying	land,	hiring	people,	building	the	factory,	installing	machinery	
and	ultimately	manufacturing	garments,	it	is	called	a	Greenfield	entry.

 5. Foreign takeovers:	The	company	 takes	over	an	already	 functional	
facility and does not have to go through the effort of establishing one 
themselves.	For	example,	the	manufacturer	from	China	may	takeover	
a garment manufacturing unit in South Africa.

13.2.2 Methods of Foreign Direct Investment

The various methods and strategies of foreign direct investment are enlisted 
as	follows:
 1. License/franchisee: The company may decide to limit its FDI to 

technological or other license or franchisee. The company may be 
unsure	of	 the	market	size	or	even	undertake	the	strategy	to	test	 the	
market	before	making	any	further	moves.

 2. Joint venture: The company may decide to go a step further than 
just	supplying	the	technology	or	external	support	and	may	decide	to	
commit	capital	on	a	larger	scale.	In	such	cases,	the	company	should	
enter	into	a	joint	venture	with	another	company	from	that	country	or	
another	country	with	some	experience	in	the	local	markets.

 3. Wholly owned subsidiary:	The	company	may	decide	to	set	up	a	wholly	
owned	subsidiary	in	the	new	country.	

Motives or Benefits of Foreign Direct Investment

The	various	benefits	of	foreign	direct	investment	are	as	follows:
	 (a)	Benefits to investor (MNC): Investors are interested in investment 

opportunities	outside	their	own	country	due	to	the	following	reasons:
 •	Diversification	of	systematic	risk
 • Earning higher returns as compared to the ones available at home
 •	Opportunity	to	take	advantage	of	new	markets
 •	Chances	of	tax	saving	
 •	Long-term	opportunities	of	expansion	and	profitability
 •	Benefits	of	economies	of	scope
 • Reduction in transportation costs 
	 (b)	Benefits to investor’s economy: The economy of the investor also 

stands to gain from the investment of funds in the form of FDI to other 
economies.	These	benefits	are	as	follows:

 •	 Inflow	of	foreign	currency	in	the	form	of	returns
 •	 Increase	in	taxable	income	in	terms	of	foreign	exchange
	 (c)	Benefits to the economy receiving FDI:	The	benefits	for	the	economy	

receiving	FDI	are	self-evident	and	are	discussed	as	follows:
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 • Development of infrastructure
 • Creation of jobs
 • Enhancement of technology due to the import of latest technology
 • Increase in productive capacity
 •	 Positive	effect	on	capital	account
 •	 Increase	in	GDP	due	to	increased	production
 • Lesser importing of goods

Effects of Foreign Direct Investment

FDI	benefits	are	characterized	by	 increased	capital	 inflow,	domestic	skill	
development,	competitive	markets,	and	improvement	 in	balance	of	 trade,	
higher	 forex	 reserves,	 and	 building	 operational	 efficiencies.	Let	 us	 now	
understand	the	effects	of	FDI	particularly	in	the	Indian	context.

FDI	in	India	increased	by	around	29	per	cent	in	2015/16	to	$40	billion.	
However,	it	still	forms	around	1.8	per	cent	of	GDP,	as	opposed	to	gross	fixed	
capital	formation	being	29.3	per	cent	of	GDP.	When	a	foreign	firm	invests	in	
domestic	markets,	it	creates	positive	cascade	effects	by	engaging	with	local	
vendors	and	distributors.	This	results	in	higher	domestic	investment,	in	both	
technology	and	human	resources.	Thus,	while	FDI	route	has	opened,	domestic	
investment	would	continue	to	grow	with	better	technology,	competition	and	
subsequent	spill-overs.

Maruti	has	seen	multiple	labour	strikes;	Nestlé’s	market	cap	was	eroded	
by	almost	$1	billion	during	a	single	session	in	June	2015,	when	Maggi	was	
engulfed	in	a	controversy.	Foreign	investors	will	have	to	provide	favourable	
working	 conditions,	 comply	with	 the	 law	of	 the	 land	 just	 like	 domestic	
enterprises,	and	adapt	to	Indian	industrial	climate	while	they	envisage	long-
term	growth.	FDI	does	 not	 license	 investors	 to	 carry	 out	 business	while	
exploiting	national	resources.	

In	 the	 quest	 to	 attract	 FDI,	 the	 overall	macro-economic	 climate	 is	
expected	to	be	more	business	friendly.	There	has	been	continual	focus	on	
improving	ease	of	business	in	the	country,	both,	for	domestic	and	foreign	
investors.	India’s	ranking	in	doing	business	improved	from	134	(2015)	to	
130	(2016).	Other	initiatives	such	as	simplification	of	application	process	for	
industrial	licence,	time	bound	processing	of	applications,	and	eBiz	platform	
to	facilitate	single	window	clearance	are	bound	to	improving	business	climate	
in India.

13.2.3 FDI Inflow in India

India	was	ranked	eighth	in	a	list	of	nations	that	attracted	maximum	FDI	in	
2009.	The	FDI	 inflow	to	India	 in	 the	year	2009	was	US$36	billion.	This	
ranking	slipped	to	fourteen	with	the	decline	in	the	FDI	inflows	to	US$25	
billion,	a	decline	of	about	US$10	billion.	
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Foreign InvestmentIn	fact,	the	FDI	flows	to	all	the	Asian	countries	dropped	in	the	year	
2010,	except	those	to	Bangladesh,	which	has	established	itself	as	a	low-cost	
production	location.	The	FDI	flows	to	Bangladesh	increased	by	about	30	per	
cent	to	US$	913	million	in	the	year	2010.	In	2010,	the	sectors	that	attracted	
the	maximum	FDI	in	India	included	services	(both	financial	as	well	as	non-
financial),	telecom,	housing	and	real	estate	along	with	construction	and	power.	
The	major	investors	in	India	during	this	period	were	Mauritius,	Singapore,	
US,	UK,	Netherlands,	Japan,	Germany	and	UAE.	

India’s	FDI	flows	touched	a	record		of	over	US$50	billion	in	the	year	
2012.	This	was	also	the	year	that	saw	the	FDI	of	British	energy	giant	BP	
flow	into	India	through	a	deal	with	Reliance	Industries.	BP	invested	US$	8.9	
billion	in	India.	By	2012,	India	had	already	gained	third	rank	after	China	and	
US in the list of countries that attracted highest FDIs. 

India	is	Asia’s	third	largest	economy.	India	saw	FDI	inflows	drop	by	
15	per	cent	in	the	period	between	April	to	October	2013	to	US$	12.6	billion.	
This	was	despite	the	government’s	move	to	open	new	sectors	to	FDI	as	also	
lift restrictions from many other sectors. 

The	graph	clearly	 indicates	a	 rise	 in	 the	FDI	 inflows	of	 India	on	a	
monthly	basis.	The	highest	FDI	inflows	were	in	the	month	of	September.	The	
factors that contributed to this increased investment in September included 
the	appointment	of	Raghuram	Rajan	as	the	Governor	of	RBI.	This	infused	
confidence	amongst	the	investors	as	Rajan	is	known	for	his	inflation	targeting	
views	and	was	expected	to	bring	the	inflation	as	well	as	the	falling	value	of	
the	Rupee	under	control.	The	same	month	also	saw	a	stabilization	of	the	value	
of	the	Rupee	which	had	been	falling	at	a	fast	pace.	The	Rupee	had	fallen	to	
a	record	low	of	`68.85/$	on	28	August	2013.	The	value	of	the	Indian	Rupee	
is	currently	(October	2018)	hovering	around	`73/$.
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The month of	February	in	2014	saw	a	rise	in	FDI	(as	forecasted	in	the	
above	graph)	to	US$2	billion.	This	is	a	rise	of	12	per	cent	as	compared	to	the	
FDI	of	US$1.79	billion	in	February	2013.	The	highest	FDI	in	the	fiscal	year	
2013-14	(up	to	February2014)	was	in	services	(US$	2.18	billion),	automobiles	
(US$	1.28	billion),	 pharmaceuticals	 (US$	1.27	billion)	 and	 construction	
development	(US$	1.05	billion).	By	April	2017,	FDI	in	India	increased	to	a	
high	of	US$	60.08	Billion.

Despite	 recent	 increase,	 India	needs	 to	attract	more	FDI,	which,	 in	
turn,	will	help	regain	the	momentum	of	growth	that	was	lost	due	to	the	global	
economic	crisis.	India	faced	a	growth	rate	that	was	as	low	as	4.5	per	cent	
during	2012-13.	An	estimate	shows	that	India	would	require	approximately	
US$	1	trillion	between	the	years	2012-13	and	2016-17	(the	12th	five	year	plan	
period)	for	successfully	funding	its	infrastructural	projects.	Any	fall	in	the	
value of the Rupee	is	likely	to	result	in	a	decline	in	the	FDI	inflows	to	India.

13.2.4 FDI in Developing Countries

On account of a strong increase	in	FDI	flows	to	developing	countries,	2004	
saw	a	slight	rebound	in	global	FDI	after	three	years	of	declining	flows.	At	$	
648	billion,	world	FDI	inflows	were	2	per	cent	higher	in	2004	than	in	2003.	
Inflows	to	developing	countries	surged	by	40	per	cent,	to	$	233	billion,	but	
developed	countries	as	a	group	experienced	a	14	per	cent	drop	in	their	inward	
FDI.	As	a	 result,	 the	share	of	developing	countries	 in	world	FDI	 inflows	
was	36	per	cent,	 the	highest	level	since	1997.	The	United	States	retained	
its	 position	 as	 the	 number	 one	 recipient	 of	FDI,	 followed	by	 the	United	
Kingdom and China. 

In	 developing	 countries,	 cross-border	M&A	accounted	 for	 a	more	
modest	share	of	overall	FDI	activity,	although	firms	from	the	developing	
countries	were	increasingly	involved	in	M&As,	including	some	high-profile	
cases.	The	upswing	in	FDI	flow	to	developing	countries	was	mainly	associated	
with	 greenfield	 investments,	 notably	 in	Asia.	China	 and	 India	 together	
accounted	for	about	a	half	of	all	new	registered	greenfield	(and	expansion)	
projects in developing countries in 2004. 

FDI	 continues	 to	 surpass	 other	 private	 capital	 flow	 to	 developing	
countries	as	well	as	flow	of	Official	Development	Assistance	(ODA).	In	2004,	
it	accounted	for	more	than	half	of	all	resources	flowing	to	developing	countries	
and	was	considerably	larger	than	ODA.	However,	FDI	is	concentrated	in	a	
handful	of	developing	counties,	while	ODA	remains	the	most	important	source	
of	finance	in	a	number	of	other	developing	countries.	This	is	particularly	the	
case	with	the	least	developed	countries	(LDCs),	even	though	FDI	flows	have	
surpassed ODA for individual countries in that group. Countries continue 
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environment more investor friendly. 

The	upturn	in	global	FDI	was	marked	by	significant	differences	between	
countries	and	regions.	Asia	and	Oceania	were	again	the	top	destination	for	
FDI	flow	to	the	developing	regions.	It	attracted	$	148	billion,	$	46	billion	
more	 than	 in	2003,	making	for	 the	 largest	 increase	ever.	East	Asia	saw	a	
46	per	cent	increase	in	inflows,	to	reach	$	105	billion,	driven	largely	by	a	
significant	 increase	 in	flows	 to	Hong	Kong	 (China).	 In	South-East	Asia,	
FDI	surged	by	48	per	cent	to	$	26	billion,	while	South	Asia,	with	India	at	
the	forefront,	received	$	7	billion,	corresponding	to	a	30	per	cent	rise.	FDI	
inflow	to	West	Asia	grew	even	more,	rising	from	$	6.5	billion	to	$	9.8	billion,	
of	which	more	than	half	was	concentrated	in	Saudi	Arabia,	the	Syrian	Arab	
Republic	and	Turkey.	China	continued	to	be	the	largest	developing	country	
recipient	with	$	61	billion	in	FDI	inflow.	

The Asia and Oceania region is also emerging as an important source of 
FDI.	In	2004,	the	region’s	outward	flow	quadruped	to	$	69	billion	mainly	due	
to	an	extraordinary	growth	in	FDI	from	Hong	Kong	(China),	and	also	because	
of	increased	investments	by	trans	national	companies	(TNCs)	from	other	parts	
of	East	and	South-East	Asia.	Most	of	these	investments	are	intraregional,	
taking	place	especially	among	the	economies	of	East	and	South-East	Asia.	
However,	inter-regional	investments	from	Asian	economies	also	increased.	
For	example,	a	key	driver	of	Chinese	outward	FDI	was	the	growing	demand	
for	natural	resources.	This	has	led	to	significant	investment	projects	in	Latin	
America. Indian TNCs also invested large amounts in natural resources in 
other	 regions,	primarily	 in	African	countries	and	 the	Russian	Federation.	
Asian	investment	in	developed	countries	is	on	the	rise	as	well:	the	past	year	
in	particular	has	seen	a	few	sizeable	acquisitions	of	the	United	States	and	
EU	firms	by	Chinese	and	Indian	TNCs	–	such	as	the	acquisition	by	Lenovo	
(China)	of	the	personal	computers	division	of	IBM	(United	States).	

Following	four	years	of	continuous	decline,	FDI	flowed	to	Latin	America	
and	the	Caribbean	and	registered	a	significant	upsurge	in	2004,	reaching	$	68	
billion — 44 per cent above the level attained in 2003. Economic recovery 
in	the	region,	stronger	growth	in	the	world	economy	and	higher	commodity	
prices	were	responsible	for	this	increase	in	FDI.	Brazil	and	Mexico	were	the	
largest	recipients,	with	inflows	of	$	18	billion	and	$	17	billion,	respectively.	
However,	FDI	inflows	did	not	increase	in	all	the	countries	of	Latin	America.	

FDI Flow in Africa

FDI	flow	to	Africa	was	about	$	18	billion	—	an	increase	of	39	per	cent	over	
2003.	FDI	in	natural	resources	was	particularly	strong,	reflecting	the	high	
prices	of	minerals	and	oil	and	the	increased	profitability	of	investment	in	
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the	primary	sector.	High	and	rising	prices	of	petroleum,	metals	and	minerals	
induced	TNCs	 to	maintain	 relatively	 high	 levels	 of	 investment	 in	 new	
exploration	projects	or	to	escalate	existing	production.	FDI	increased	for	all	
developing	regions	except	Africa,	where	it	remained	stable	at	a	high	level.	
Inflows	rose	in	forty	of	the	fifty-three	countries	in	Africa	and	fell	in	thirteen,	
including	in	some	of	the	top	FDI	recipients	such	as	Angola,	Morocco	and	
Nigeria.	The	five	top	countries	that	invested	in	Africa	in	2004	were	France,	
the	Netherlands,	South	Africa,	the	UK	and	USA.	The	UK	and	USA	together	
accounted	for	5	per	cent	of	the	FDI	flows	into	the	region.	Although	inflows	
in	2004	were	relatively	high,	Africa’s	share	in	world	FDI	inflow	remained	
small	 at	 3	 per	 cent.	Continued	 demand	 for	 commodities,	 a	more	 stable	
policy	environment	and	increasing	participation	in	infrastructure	networks	
by	African	TNCs	were	expected	to	boost	FDI	in	Africa	in	2005.	At	the	same	
time,	FDI	outflow	from	African	countries	more	than	doubled	in	2004.	

13.2.5 Guidelines for Foreign Investments

The	Department	 of	 Industrial	 Policy	 and	Promotion	 (DIPP),	Ministry	 of	
Commerce	&	Industry,	Government	of	India	makes	policy	pronouncements	
on	FDI	through	Press	Notes/Press	Releases	which	are	notified	by	the	Reserve	
Bank	of	India	as	amendments	to	the	Foreign	Exchange	Management	(Transfer	
or	Issue	of	Security	by	Persons	Resident	Outside	India)	Regulations,	2000	
(notification	No.	FEMA	20/2000-RB	dated	May	3,	2000).

As per the Policy circular of 2016

 • Investment	made	by	NRIs,	PIOs	and	OCIs	under	Schedule	4	of	FEMA	
(Transfer	 or	 Issue	 of	Security	 by	Persons	Resident	Outside	 India)	
Regulations	on	non-repatriation	basis	is	now	deemed	to	be	domestic	
investment	at	par	with	the	investment	made	by	residents.

 •	The	special	dispensation	of	NRIs	has	also	been	extended	to	companies,	
trusts	and	partnership	firms,	which	are	incorporated	outside	India	and	
are	owned	and	controlled	by	NRIs.

 • In order to provide simplicity to the FDI policy and bring clarity on 
application	of	conditionalities	and	approval	requirements	across	various	
sectors,	different	kinds	of	foreign	investments	have	been	made	fungible	
under one composite cap.

 •	 FDI	up	to	100%	through	automatic	route	has	been	allowed	in	White 
Label ATM Operations.

 • Reforms in FDI	Policy	on	Construction Development	sector	include:
ο	 Removal of conditions of area restriction and minimum 

capitalization	to	be	brought	in	within	the	period	of	six	months	of	
the commencement of business.
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Foreign Investmentο	 Exit	and	repatriation	of	foreign	investment	is	now	permitted	after	
a	 lock-in-period	of	 three	years.	Transfer	of	stake	from	one	non-
resident	to	another	non-resident,	without	repatriation	of	investment	
is	 also	 neither	 to	 be	 subjected	 to	 any	 lock-in	period	nor	 to	 any	
government approval.

ο	 Exit	 is	permitted	at	any	time	if	project	or	 trunk	infrastructure	 is	
completed	before	the	lock-in	period.

ο	 100%	FDI	under	automatic	route	is	permitted	in	completed	projects	
for	 operation	 and	management	 of	 townships,	malls/	 shopping	
complexes	and	business	centres.

 •	 Foreign	investment	up	to	49%	in	defence sector has been permitted 
under	automatic	route	along	with	specified	conditions.	Further	portfolio	
investment	and	investment	by	FVCIs	has	been	allowed	up	to	permitted	
automatic	route	 level	of	49%.	The	foreign	 investment	beyond	49%	
has been permitted through government approval in cases resulting 
in access to modern technology in the country or for other reasons to 
be	recorded.	Further,	FDI	limit	for	defence	sector	has	also	been	made	
applicable to Manufacturing of Small Arms and Ammunitions covered 
under	Arms	Act	1959.

 • Sectoral cap on Broadcasting sector has been raised across various 
activities	as	follows:
ο	 74%	to	100%	in	Teleports,	DTH,	Cable	Networks	(Digital),	Mobile	

TV,	HITS
ο	 26%	to	49%	for	FM	Radio,	up-linking	of	news	and	current	affairs
ο	 49%	to	100%	for	Cable	Networks	(not	undertaking	digitisation)

 •	 FDI	route	for	Teleports,	DTH,	Cable	Networks	(Digital),	Mobile	TV,	
HITS,	Cable	Networks	(not	undertaking	digitisation),	and	Up-linking	
of	Non-	‘news	and	current	affairs’	and	down-linking	of	channels	has	
been changed to automatic route.

 • Full fungibility of foreign investment has been introduced in Banking-
Private sector.	Accordingly,	FIIs/FPIs/QFIs,	following	due	procedure,	
can	now	invest	up	to	sectoral	limit	of	74%.

 • Certain plantation	activities	namely	coffee,	rubber,	cardamom,	palm	oil	
tree and olive oil tree plantations have been opened for 100% foreign 
investment under automatic route.

 •	A	manufacturer	has	been	permitted	to	sell	its	product	through	wholesale	
and/or	retail,	including	through	e-commerce	under	automatic	route.

 •	Government	has	reviewed	single brand retail trading	(SBRT)	FDI	
policy to provide that sourcing of 30% of the value of goods purchased 
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would	be	reckoned	from	the	opening	of	first	store.	In	case	of	entities	
undertaking	Single	Brand	Retail	Trading	of	 products	 having	 ‘state	
of	 art’	 and	 ‘cutting	 edge’	 technology	 and	where	 local	 sourcing	 is	
not	possible,	sourcing	norms	have	been	relaxed	up	to	three	years	for	
entities	undertaking	Single	Brand	Retail.	Further,	an	entity	operating	
SBRT	through	brick	and	mortar	stores	has	been	permitted	to	undertake	
e-commerce	activities	as	well.

 •	 Indian	 brands	 are	 equally	 eligible	 for	 FDI	 to	 undertake	 SBRT.	 In	
this	 regard,	 it	has	been	provided	 that	certain	conditions	of	 the	FDI	
policy	on	the	sector	namely-	products	to	be	sold	under	the	same	brand	
internationally	and	investment	by	non-resident	entity/	entities	as	the	
brand	owner	or	under	legally	tenable	agreement	with	the	brand	owner,	
will	not	be	made	applicable	in	case	of	FDI	in	Indian	brands.

 •	 100%	FDI	 is	 now	permitted	 under	 automatic	 route	 in	Duty Free 
Shops located and operated in the Customs bonded areas.

 •	 FDI	policy	on	wholesale	cash	&	carry	activities	has	been	reviewed	
to	provide	that	a	single	entity	will	be	permitted	to	undertake	both	the	
activities	of	SBRT	and	wholesale.

 •	 100%	FDI	 is	 now	permitted	under	 the	 automatic	 route	 in	Limited 
Liability Partnerships (LLP)	operating	 in	sectors/activities	where	
100%	FDI	is	allowed,	through	the	automatic	route	and	there	are	no	
FDI-linked	performance	conditions.	Further,	the	terms	‘ownership	and	
‘control’	with	reference	to	LLPs	have	also	been	defined.

 • Regional Air Transport Service has been opened for foreign 
investment	up	to	100%,	with	49%	under	automatic	route,	and	beyond	
that	 through	 government	 approval	 route.	 Foreign	 equity	 cap	 of	
activities	of	Scheduled	Air	Transport	Service/	Domestic	Scheduled	
Passenger	Airline	has	been	increased	from	49%	to	100%,	with	49%	
under	automatic	route,	and	beyond	that	through	government	approval	
route.	Further,	foreign	equity	cap	of	activities	of	Non-Scheduled	Air	
Transport	Service,	Ground	Handling	Services	have	been	 increased	
from 74% to 100% under the automatic route.

 •	With	a	view	to	aid	in	modernization	of	the	existing	airports	to	establish	
a	high	standard	and	help	ease	 the	pressure	on	 the	existing	airports,	
100%	FDI	under	automatic	route	has	been	permitted	in	Brownfield	
Airport projects.

 • Foreign investment cap on Satellites- establishment and operation has 
now	been	raised	from	74%	to	100%	under	the	government	route.

 • Foreign investment cap on Credit Information Companies	has	now	
been increased from 74% to 100% under the automatic route.
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Foreign Investment •	 In	 order	 to	 achieve	 faster	 approvals	 on	most	 of	 the	 proposals,	 the	
Government	has	raised	the	threshold	limit	for	approval	by	FIPB	to	Rs.	
5000 crore.

 •	 FDI	Policy	on	Insurance and Pension	sector	has	been	reviewed	to	
permit	foreign	investment	up	to	49%	under	the	automatic	route.						

 •	 In	order	to	provide	clarity	to	the	e-commerce	sector,	the	Government	has	
issued guidelines for foreign investment in the sector. 100% FDI under 
automatic	route	is	permitted	in	the	marketplace	model	of	e-commerce.

 •	With	an	objective	of	increase	investment	in	the	country,	100%	FDI	in	
Asset	Reconstruction	Companies	has	been	allowed	under	automatic	
route.

 • 100% FDI under government approval route has been permitted 
for	 trading,	 including	 through	 e-commerce,	 in	 respect	 food 
products	manufactured	and/or	produced	in	India.

 • In Pharmaceutical	 sector,	with	 the	objective	of	making	 the	 sector	
more	attractive	to	foreign	investors,	74%	FDI	under	automatic	route	
has	been	permitted	in	brownfield	pharmaceuticals.	FDI	beyond	74%	
will	be	allowed	through	government	approval	route.

 • FDI limit for Private Security Agencies has been raised to 74%. FDI 
up	to	49%	is	permitted	under	automatic	route	in	this	sector	and	FDI	
beyond	49%	and	up	 to	 74%	would	 be	 permitted	with	 government	
approval.

 •	 For	establishment	of	branch	office,	liaison	office	or	project	office	or	
any other place of business in India if the principal business of the 
applicant	 is	Defence,	Telecom,	Private	Security	or	 Information	and	
Broadcasting,	it	has	been	provided	that	approval	of	Reserve	Bank	of	
India	would	not	be	required	in	cases	where	FIPB	approval	or	license/
permission	 by	 the	 concerned	Ministry/Regulator	 has	 already	 been	
granted.

 •	As	per	FDI	Policy	2016,	FDI	in	Animal	Husbandry	(including	breeding	
of	dogs),	Pisciculture,	Aquaculture	and	Apiculture	was	allowed	100%	
under	Automatic	Route	under	controlled	conditions.	This	requirement	
of	‘controlled	conditions’	for	FDI	in	these	activities	has	now	been	done	
away	with.

 • Government	has	reviewed	FDI	policy	on	Other	Financial	Services	and	
NBFCs	to	provide	that	foreign	investment	in	financial	services	activities	
regulated	by	financial	sector	regulators	such	as	RBI,	SEBI,	IRDA	etc.	
will	be	100%	under	the	automatic	route.	In	financial	services,	which	
are	not	regulated	by	any	financial	sector	regulator	or	where	only	part	
of	the	financial	service	activity	is	regulated	or	where	there	is	doubt	
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regarding	regulatory	oversight,	foreign	investment	upto	100%	will	be	
allowed	under	the	government	approval	route.

13.2.6 FDI in Various Sectors and Euro Issues

India presents a vast potential for overseas investment and is actively 
encouraging	foreign	players	to	enter	the	market.	Foreign	Direct	Investment	
(FDI)	is	permitted	under	the	following	forms	of	investments:	
 •	Through	financial	collaborations	
 • Through joint ventures and technical collaborations 
 •	Through	capital	markets	via	Euro	issues	
 • Through private placements or preferential allotments

Euro Issues

Euro-issues	means	 the	 issues	which	 are	 listed	 on	 the	 European	 Stock	
Exchange.	Although	the	subscriptions	for	the	same	may	come	from	any	corner	
of	the	world	other	than	India.	It	has	already	been	stated	that	this	sources	for	
the	same	are:
	 (a)	Foreign	Currency	Convertible	Bonds	(FCCB);
	 (b)	Pure	Debt	Bond;
	 (c)	Commercial	(Bond)	Paper;	and
	 (d)	Global	Depository	Receipts	(GDRs).

The	various	kinds	and	number	of	documents	prepared	by	the	issuing	
company	is	restricted	(as	compared	to	the	domestic	one)	in	a	foreign	currency	
issue of securities transactions.

The	issuing	company	maintains	its	account	for	the	last	three	to	five	
years	on	the	basis	of	GAAP	(Generally	Accepted	Accounting	Principles)	in	
a	current	format	which	are	generally	followed	abroad	and	goes	by	the	name	
of	RNFS	(Reformatted	Non-Consolidated	Financial	Statement).

This	statement	is	quite	significant	and	indicates	the	financial	position	of	
the	issuing	company.	The	success	and	failure	of	the	Euro-issues	depend	upon	
a	host	of	factors,	such	as,	its	proper	planning,	its	strategy	based	on	financial	
performances	 etc.	Thus,	 it	 becomes	necessary	 to	 read	or	 understand	 the	
various	areas	for	such	issues,	e.g.,	market	of	the	investors,	correct	price	etc.

13.2.7 FII

A Foreign	 Institutional	 Investor	 (FII)	 is	 an	 investor	 or	 investment	 fund	
registered	in	a	country	outside	of	the	one	in	which	it	is	investing.	Institutional	
investors	most	notably	include	hedge	funds,	insurance	companies,	pension	
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to	outside	companies	investing	in	the	financial	markets	of	India.

An	FII	is	any	type	of	large	investor	who	does	business	in	a	country	
other	than	the	one	in	which	the	investment	instrument	is	being	purchased.	In	
addition	to	the	types	of	investors	above,	others	include	banks,	large	corporate	
buyers	or	representatives	of	large	institutions.	All	FIIs	take	a	position	in	a	
foreign	financial	market	on	behalf	of	the	home	country	in	which	they	are	
registered.

FIIs	are	contributing	to	the	foreign	exchange	inflow	as	the	funds	from	
multilateral	finance	institutions	and	FDI	are	insufficient.	The	Government	of	
India	has	allowed	the	entry	of	FIIs	in	order	to	encourage	the	capital	market	
and	attract	foreign	funds	to	India.	Today,	FIIs	are	permitted	to	invest	in	all	
securities	 traded	on	 the	primary	and	secondary	markets,	 including	equity	
shares	and	other	securities	listed	or	to	be	listed	on	the	stock	exchanges.

Over	the	years,	different	types	of	FIIs	have	been	allowed	to	operate	in	
Indian	stock	markets.	They	now	include	institutions	such	as	pension	funds,	
mutual	 funds,	 investment	 trusts,	 asset	management	 companies,	 nominee	
companies,	incorporated/institutional	portfolio	managers,	university	funds,	
endowments,	foundations	and	charitable	trusts/societies	with	a	track	record.	
Proprietary	funds	have	also	been	permitted	to	make	investments	through	the	
FII route subject to certain conditions.

The	SEBI	is	the	nodal	agency	for	dealing	with	FIIs,	and	they	have	to	
obtain	 initial	 registration	with	SEBI.	The	RBI,	by	 its	general	permission,	
allows	a	registered	FII	to	buy,	sell	and	realise	capital	gains	on	investments	
made	 through	 initial	 corpus	 remitted	 to	 India,	 subscribe/renounce	 rights	
offerings	 of	 shares,	 invest	 in	 all	 recognised	 stock	 exchanges	 through	 a	
designated	bank	branch	 and	 appoint	 domestic	 custodians	 for	 custody	of	
investments held.

FIIs can invest in all securities traded on the primary and secondary 
markets.	 Such	 investments	 include	 equity/debentures/warrants/other	
securities/instruments	 of	 companies	 unlisted,	 listed	 or	 to	 be	 listed	 on	 a	
stock	exchange	in	India	including	the	Over-the-Counter	Exchange	of	India,	
derivatives	traded	on	a	recognised	stock	exchange	and	schemes	floated	by	
domestic mutual funds. A major feature of the guidelines is that there are 
no restrictions	on	the	volume	of	investment-minimum	or	maximum-for	the	
purpose	of	entry	of	FIIs.	There	is	also	no	lock-in	period	prescribed	for	the	
purpose of such investments.

Further,	FIIs	can	repatriate	capital	gains,	dividends,	incomes	received	
by	way	of	interest	and	any	compensation	received	towards	sale/renouncement	
of	rights	offering	of	shares	subject	to	payment	of	withholding	tax	at	source.	
The	net	proceeds	can	be	remitted	at	market	rates	of	exchange.
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All	secondary	market	operations	would	be	only	through	the	recognised	
intermediaries	on	the	Indian	stock	exchanges,	including	OTCEI.	Forward	
exchange	cover	can	be	provided	to	FIIs	by	authorised	dealers	both	in	respect	
of	equity	and	debt	instruments,	subject	to	prescribed	guidelines.	Further,	FIIs	
can	 lend	securities	 through	an	approved	 intermediary	 in	accordance	with	
stock	lending	schemes	of	SEBI.

Check Your Progress

	 1.		Name	the	kinds	of	cross-border	investments.
 2. What are the methods of FDI? 

13.3 ANSWERS TO CHECK YOUR PROGRESS 
QUESTIONS

	 1.	There	are	two	kinds	of	cross-border	investments,	which	are	mentioned	
as	follows:	

 • Foreign Direct Investment (FDI): Investments made by a 
company	or	entity	based	in	one	country,	into	a	company	or	entity	
based in another country. 

 • Foreign Portfolio Investment (FPI):	Investments	undertaken	for	
the	purpose	of	returns	without	any	burden	of	decision-making.

	 2.	The	methods	of	FDI	are	the	following:
 •	License/franchisee
 • Joint venture
 •	Wholly	owned	subsidiary

13.4 SUMMARY

 •	 Foreign	direct	investment	is	one	of	the	most	effective	methods	of	cross-
border	investing.	A	foreign	national	may	want	to	invest	in	a	country	
offering	new	markets,	higher	returns	or	cheaper	factor	costs.

 • FDI leads to investing directly in the production process or any other 
business	(retail	or	service	sector)	of	any	country	other	than	the	one	
where	the	investor	resides.

 •	When	a	company	invests	and	establishes	facilities	as	well	as	elements	
from	the	initial	stage,	it	is	called	a	Greenfield	entry.
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Foreign Investment •	 FDI	in	India	increased	by	around	29	per	cent	in	2015/16	to	$40	billion.	
However,	it	still	forms	around	1.8	per	cent	of	GDP,	as	opposed	to	gross	
fixed	capital	formation	being	29.3	per	cent	of	GDP.	

 •	On	account	of	a	strong	increase	in	FDI	flows	to	developing	countries,	
2004	saw	a	slight	rebound	in	global	FDI	after	three	years	of	declining	
flows.	At	$	648	billion,	world	FDI	inflows	were	2	per	cent	higher	in	
2004 than in 2003.

 •	 FDI	Policy	on	 Insurance	 and	Pension	 sector	 has	 been	 reviewed	 to	
permit	foreign	investment	up	to	49%	under	the	automatic	route.

13.5 KEY WORDS

 • FDI:  It is an investment in a business by an investor from another 
country	for	which	the	foreign	investor	has	control	over	the	company	
purchased.

 • FPI:	It	is	investment	by	non-residents	in	Indian	securities	including	
shares,	 government	 bonds,	 corporate	 bonds,	 convertible	 securities,	
infrastructure securities etc. 

 • Euro issue:	It	is	a	name	given	to	sources	of	finance	or	capital	available	
to raise money outside the home country in foreign currency.

13.6 SELF ASSESSMENT QUESTIONS AND 
EXERCISES

Short-Answer Questions

 1. Mention the types of FDI.
	 2.	State	any	two	differences	between	FDI	and	FPI.
 3. What are the guidelines for foreign investments in India?
 4. What is the contribution of FIIs in enhancing capital in a country?

Long-Answer Questions

	 1.	Discuss	the	benefits	of	FDI.
	 2.	What	is	the	present	position	of	FDI	inflow	in	India?	Discuss.
	 3.	Describe	the	inflow	of	FDI	in	developing	countries	of	the	world.
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14.0 INTRODUCTION

Public sector or public enterprises include all governmental activities 
including public, industrial and commercial enterprises. Public enterprise 
occupies a strategic and crucial position in the Indian economy. It is no 
exaggeration to say that the economy would sink or swim depending upon 
the efficiency with which these enterprises operate. In this unit, you will study 
about the performance of public sector enterprises in India, price policies 
in public utilities and government measures to control monopoly in India.

14.1 OBJECTIVES

After going through this unit, you will be able to:
 • Mention the kinds of public sector enterprises
 • Discuss the performance of public sector enterprises in India
 • Explain the price policies of public sector enterprises in India
 • List the measures of the government to control monopoly in India

14.2 PUBLIC SECTOR IN INDIA

The modern Indian economy is the creation of the Congress party and its 
leaders, Mahatma Gandhi and Nehru, who referred to India as a ‘Socialist’ 
economy. Socialism is largely a misnomer in the case of India, except for 
government ownership in industry and commerce. India is still primarily 
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an agricultural country and the distribution of income depends mainly on 
the distribution of agricultural property. Although there have been some 
attempts to distribute land to the peasants, land remains unequally distributed 
and there is evidence that the range of income inequality has been reduced. 
The tax system continues to be regressive, direct taxes are rarely levied 
on land and high urban income taxes are marked by evasion. The pre-tax 
income distribution figures sum up the failure to establish a more equitable 
distribution of income. In 1960, the bottom 10 per cent of families accounted 
for less than one per cent of all income, while the top 10 per cent accounted for 
over one-third. This income distribution is less equitable than in industrialized 
capitalist countries. Rather than seeking to achieve ‘socialist’ objectives 
through income redistribution, the architects of modern Indian economy 
emphasized State ownership in industry. The feeling was that socialism 
could be achieved through State control of industry which would serve as a 
surrogate for social change.

Public enterprises are expected to be the principal agents for rapid 
economic and social transformation by developing infrastructure and the 
core sector and by closing the gaps in the industrial structure. Its dominant 
position in the financial field is intended to control and guide the private sector, 
wherever necessary. Lastly, the economic growth through public enterprise 
will ensure social justice.

In developing countries, public enterprises are largely a necessity and 
not a matter of choice. In India, though the Congress government was clearly 
committed to expanding the public sector, it did not go into areas where private 
enterprise was operating. Nationalization of the existing enterprises has been 
generally resorted to where the public interest was involved or where it was 
imperative to put the industry on sound footing and regulation and control 
were not found sufficiently effective. The vast majority of public enterprises 
is in areas which were hitherto untouched or unexplored by the private sector.

In the Industrial Policy Statement of 1956 it was emphasized that 
public enterprise was designed to control the ‘commanding heights’ of the 
economy. But in recent years, the trends toward increasing liberalization 
are very much in evidence in India and one gets the impression that private 
sector is designed to play an important role in the economy in the coming era.

Public sector in the industrial field has expanded rapidly since 
Independence. In 1951, there were only five non-departmental public 
undertakings with an investment of ̀ 29 crore. On 31 March 2004, the number 
of public enterprises had risen to 230 with  the total capital employed therein 
amounting to `586,140 crore.

The public enterprises comprise:
 (i) Public utilities, e.g., the Railways, Posts and Telegraphs and 

Irrigation projects.
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Government and Business (ii) Departmental undertakings of the Government, Central as well 
as State, e.g., Post and Telegraphs, Integral Coach Factory, etc.

 (iii) Other industrial undertakings which derive their finance from the 
Government of India in the form of equity capital and loan, e.g., 
Durgapur Steel Plant, Hindustan Fertilizers, etc.

Public sector units generally are of four kinds:
 (i) National monopolies like railways that have downward sloping 

unit cost curves. These are hard to assess, being monopolies.
 (ii) Entrepreneural ventures that, at the start and for many years 

thereafter, are monopolies or near monopolies. These are generally 
large units with sophisticated technologies and long gestation 
periods that produce basic products. Many of the Indian public 
sector manufacturing units are of this type.

 (iii) Sick units in the private sector that have been taken over to 
maintain employment etc.

 (iv) Units taken over or formed to acquire the ‘commanding heights’ 
or for other ideological reasons.

The State Trading Corporation is a case in point.

Performance of Public Enterprises

The evaluation of the performance of the public sector is rather difficult. 
Public enterprises should be evaluated in terms of social cost-benefits rather 
than commercial profitability alone.

Performance of the public sector can be assessed on the following 
grounds:
 1. The share of the public sector in the net domestic product has been 

steadily increasing. The public sector accounts for one-fourth of the 
total income of the economy. The compound rate of annual growth of 
the public sector was 6 per cent whereas that of the private sector was 
only 2.8 per cent.

 2. If we evaluate the relative efficiency of investment in the public 
enterprises against the performance of private enterprises, we find 
that private enterprises are, on an average, 2.5 times more profitable 
than public enterprises. For every hundred rupees invested, the private 
enterprise yields a return of ̀ 11.40, while the same amount in the public 
enterprise yields only ̀ 4.70. We must not forget that public enterprises 
are mostly concentrated in basic, core and heavy industries where the 
rate of return is very low and also in sick enterprises taken over by the 
government, such as the National Textile Corporation and Coal India 
Limited.
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  The economic efficiency of a public sector industry should be 
considered in terms of the transformation of the industrial structure, 
modernization, higher labour productivity on a countrywide scale, etc. 
The fact is that a higher proportion of the value produced by the public 
sector industries is realized outside this sector, and it is therefore, very 
difficult to estimate the efficiency of public sector enterprises in terms 
of costs and profitability.

  B.H. Dholakia advocates the adoption of the total factor productivity 
criterion to judge the efficiency of public sector enterprises. The 
criterion examines the contribution made by the enterprise to the 
country’s net national product in terms of rent, wages and salaries, 
interest and profit. Adopting this criterion, Dholakia finds that over 
the period 1967–68 to 1975–76, the overall economic efficiency of 
the public enterprises increased at a rate of 2.44 percentage points per 
annum, whereas that of private sector enterprises could increase by 
only 0.59 percentage points per annum.

 3. Share in capital formation: Public sector has played an important role 
in capital formation. The share of the public sector in the total gross 
fixed capital formation in the country was 41 per cent during the first 
and second Plans and 49 per cent during the third Plan. It was reduced 
to 42 per cent in the Fourth Plan and 40 per cent in the Fifth Plan. But, 
it again rose to 47 per cent in the Sixth Plan and 48 per cent in the 
Seventh Plan.

  It should be pointed out that investment in the private sector producing 
luxury goods should be evaluated lower than similar types of investment 
in the public sector which is engaged in the production of basic goods 
and infrastructural services to the economy. Considering this, capital 
formation in the public sector is very significant for a developing 
economy like India.

 4. Public sector enterprises and employment: In India, the organized 
sector is very small as it provides 10 per cent of the total employment 
in the economy and about 90 per cent is provided by the unorganized 
sector. The workers employed in the public sector constitute only 7 
per cent of the total labour force in the country and those employed 
in the organized private sector are 3 per cent. The number of persons 
employed in the public sector enterprises stood at 23.05 lakh as on 31 
March 1991. The public sector is a model employer which provides 
the workers better wages and other facilities compared to the private 
sector. The public sector enterprises have also spent huge amounts for 
the development of townships around industries.

 5. Public sector and foreign exchange earnings: Foreign exchange 
earnings of public enterprises have been substantial and they have 
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Government and Businessalso helped in saving foreign exchange through their efforts at import 
substitution. Capital goods and industrial machinery which were 
imported about three decades ago are now being manufactured in the 
country itself. This has saved valuable foreign exchange. Public sector 
export earnings went up from ̀ 2143 crore in 1980–81 to ̀ 6366 crore in 
1989–90. In addition to actual exports by manufacturing units, foreign 
exchange is also earned from services rendered by air corporations and 
shipping companies.

 6. Financial performance: The value of sales of public sector enterprises 
is an indicator of their contribution to the flow of goods and services 
in the economy. The total turnover of public enterprises amounts 
to `5,86,140 crore in 2003–04. Public enterprises contribute to 
national exchequer in the form of interest on government loans, 
income tax and excise duty. In 1990–91, Central Government units 
generated about `11,372 crore of resources; it contributed about  
`1,400 crore towards tax and `4,100 crore towards interest.

  As far as the net profit after tax is concerned, the position was 
unsatisfactory up to 1980–81. However, the situation improved and 
the public sector made impressive profits. In 1981–82, the net profit 
after tax was `445 crore which went up to `3,789 crore in 1989–90 
and `53,168 crore in 2003–04.

Shortcomings

It is a fact that public sector enterprises contributed less to industrial progress 
than what was expected of them. These enterprises suffer from a number 
of shortcomings such as over-capitalization, underutilization of plant, 
bureaucratic and irresponsible management, political interference and wrong 
personnel policies and overstaffing.

Underutilization of installed capacity is an important cause for the 
low level profitability in public sector enterprises. In 1988–89, nearly 40 
per cent of public enterprises showed capacity utilization of less than 75 per 
cent and 20 per cent enterprises worked at even lower than 50 per cent rate 
of capacity utilization. Unutilized capacities mean higher overhead charges 
which reduce the rate of profit.

There is overregulation of government undertakings which is not good 
for any business enterprise.

14.2.1 Performance of Public Sector Enterprises in India

As per the Public Enterprises Survey (2016-17):
 • Total paid up capital in 331 CPSEs as on 31.3.2017 stood at ̀ 2,33,112 

crore as compared to `2,04,763 crore as on 31.3. 2016 (320 CPSEs), 
showing a growth of 13.84%.
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 • Total Investment (Financial) in all CPSEs stood at ̀ 12,50,373  crore as 
on 31.3.2017 compared to ̀ 11,61,019 crore as on 31.3.2016, recording 
a growth of 7.70%.

 • Capital Employed in all CPSEs stood at `. `21,74,120 crore on 
31.3.2017 compared to `20,59,529 crore as on 31.3.2016 showing a 
growth of 5.56 %.

 • Total Gross Revenue from Operation of all CPSEs during 2016-17 stood 
at ̀ 19,54,616 crore compared to ̀ 18, 34,635 crore in the previous year 
showing a growth of 6.54 %.

 • Total Income of all CPSEs during 2016-17 stood at `18,21,809 crore 
compared to ̀ 17, 64,232 crore in 2015-16, showing a growth of 3.26%.

 • Profit of profit making CPSEs (174 CPSEs) stood at `1,52,647 crore 
during 2016-17 compared to `1,44,998 crore in 2015-16 showing a 
growth in profit by 5.28%.

 • Loss of loss incurring CPSEs (i.e 82 CPSEs) stood at `25,045 crore 
in 2016-17 compared to `30,759 crore in 2015-16 showing decrease 
in loss by 18.58 %

 • Overall net profit of all 257 CPSEs during 2016-17 stood at ̀ 1,27,602 
crore compared to `1,14,239 crore during 2015-16 showing a growth 
in overall profit of 11.70%.

 • Reserves & Surplus of all CPSEs went up from `8,98,510 crore in 
2015-16 to `9,23,747 crores in 2016-17, showing an increase by 2.81 
%.

 • Net worth of all CPSEs went up from ̀ 10,79,953 crore as on 31.03.2016 
to `11,07,981 crore as on 31.03.2017 showing an increase of 2.60%.

 • Contribution of CPSEs to Central Exchequer by way of excise duty, 
customs duty, corporate tax, interest on Central Government loans, 
dividend and other duties and taxes increased from ̀ 2,75,841 crore in 
2015-16 to `3,85,579 crore in 2016-17, showing a growth of 39.78%.

 • Foreign exchange earnings through exports of goods and services 
increased from ̀ 76,644 crore in 2015-16 to ̀ 87,616 crore in 2016-17, 
showing an increase of 14.32%.

 • Foreign exchange outgo on imports and royalty, know-how, consultancy, 
interest and other expenditure increased from ̀ 3,86,957 crore in 2015-
16 to `4,59,210 crore in 2016-17 showing an increase of  18.67%.

 • CPSEs employed 11.31 lakh people (excluding contractual and casual 
workers) in 2016-17 compared to 11.85 lakh in 2015-16, showing a 
reduction in employee strength by 4.60%.
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Government and Business • Salary and wages went up in all CPSEs from ̀ 1,27,182 crore in 2015-
16 to `1,40,384 crore in 2016-17 showing a growth of 10.38%.

 • Total Market Capitalization (M-Cap) of 50 CPSEs traded on stock 
exchanges of India is `17,76,235 crore as on 31.03.2017 as compared 
to `12,94,245 crore as on 31.03.2016 showing an increase of 37.24%.

 • M-Cap of CPSEs as per cent of BSE M-Cap increased from 13.66% 
as on 31.3.2016 to 14.61% as on 31.3.2017.

14.2.2 Price Policies in Public Utilities

The pricing policies of PSEs are divided into four categories. First, services 
rendered by the PSEs in the case of public utilities. Second, no-profit no-loss 
policy. Third, marginal cost pricing. Fourth, profit price policy. Here we will 
only discuss the price policy in public utilities. 

The pricing of public utility services is governed by many principles. 
There are public utilities like education, sewage, roads etc. which may be 
supplied free to the public and their costs are covered through general taxation. 
Dalton calls it the general taxation principle. Such services are purely meant 
for the public goods whose benefits cannot be priced for the reason that they 
are invisible. It is not possible to identify the individual beneficiaries and 
charge them for the services.

However, in some cases, the beneficiaries may be identified but they 
cannot be charged for their use. For instance, the users of a flyover built over 
a railway line can be identified. But it may be inconvenient to the taxing 
authority to collect the road tax and for the road usage because it is unclear 
how much a user will pay the tax due for the time involved. The best course 
is to finance the flyover out of general taxation. 

JF Due has mentioned the following four rules where public services 
should be provided free and their costs should be covered from general 
taxation.
 • In the case of such services, where little waste will occur if they are 

provided free.
 • Where charging a price will restrict the use of the service.
 • Where the cost of collecting taxes is high.
 • Where the pattern of distribution of tax burden on services is inequitable.

These rules are applicable to a few essential public services like 
education, sewage, roads etc. But in the case of services other than those 
included under “pure public goods,” free services might lead to wastage of 
resources.

Dalton advocates the compulsory cost of service principle whereby the 
government should charge a price for the service provided to the people. This 
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is essential for the reason that municipal services such as sewage, sweeping 
street, street lighting, etc. are under-priced. Every family of a locality may 
be asked to pay for these services. But since they are public utilities, they 
may be charged nominally and the gap between revenues and costs remains. 
Hence, the finance is met from general taxation. This is a sort of government 
subsidy to the users of such services.

Dalton favours the voluntary price principle for public utilities. 
According to this principle, the consumers of a public service are required 
to pay the price fixed by the Public Sector Enterprises (PSE). The PSE may 
have a monopoly in a particular service, such as water or power supply and 
may even fix a price for it. But for the public utility services it may set a 
price lower than its cost of production so that the welfare of the community 
is not adversely affected.

14.2.3 Government Measures to Control Monopoly in India

The growth of monopoly power has the following evils:
 (a) It was disadvantageous for the weaker sections.
 (b) As development takes place, the initial monopolies have more of an 

absorbing effect than the spread effect.
 (c) Economic disparity which arises due to undue concentration of 

economic power “affects economic growth itself in the long run and 
inhibits it, for such a growth is not sufficiently wide spread to be self-
generating.”

 (d) Monopoly often causes inequalities.
 (e) Monopoly has the power to corrupt.
 (f) Monopoly can influence economic decisions of the government. Since 

big business controls the press, it can influence the public world opinion 
to its favour.

 (g) Monopoly is also responsible for misdirection of resources.
Many countries of the world have enacted legislation to curb 

monopolies. In India, the Monopolistic and Restrictive Trade Practices Act, 
1969 was enacted to prevent monopolies. We have discussed it previously 
in Unit 8. At present, this act is not in force in India as it was repealed and 
replaced by the Competition Act 2002 with effect from September 1, 2009. 

Check Your Progress

 1. Mention the kinds of public sector units.
 2. When was the Competition Act enacted in India? 
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14.3 ANSWERS TO CHECK YOUR PROGRESS 

QUESTIONS

 1. Public sector units generally are of four kinds: 
 (i) National monopolies like railways that have downward sloping 

unit cost curves. These are hard to assess, being monopolies. 
 (ii) Entrepreneurial ventures that, at the start and for many years 

thereafter, are monopolies or near monopolies. These are generally 
large units with sophisticated technologies and long gestation 
periods that produce basic products. Many of the Indian public 
sector manufacturing units are of this type. 

 (iii) Sick units in the private sector that have been taken over to 
maintain employment etc. 

 (iv) Units taken over or formed to acquire the ‘commanding heights’ 
or for other ideological reasons.

 2. The Competition Act was enacted by the Parliament on 13th January 
2003.

14.4 SUMMARY

 • Public sector or public enterprises include all governmental activities 
including public, industrial and commercial enterprises.

 • The modern Indian economy is the creation of the Congress party and 
its leaders, Mahatma Gandhi and Nehru, who referred to India as a 
‘Socialist’ economy.

 • Public enterprises are expected to be the principal agents for rapid 
economic and social transformation by developing infrastructure and 
the core sector and by closing the gaps in the industrial structure.

 • The evaluation of the performance of the public sector is rather difficult. 
Public enterprises should be evaluated in terms of social cost-benefits 
rather than commercial profitability alone.

 • Underutilization of installed capacity is an important cause for the low 
level profitability in public sector enterprises.

 • To create a fair competition in the economy and provide a ‘level playing 
field’ the Competition Act, 2002, was enacted by the Parliament on 
13th January 2003.
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14.5 KEY WORDS

 • Socialism: It refers to an economic system in which goods and services 
are provided by a central system of cooperative and/or government 
ownership.

 • Monopoly: It is the market condition where a single supplier dominates 
the market for a given product.

14.6 SELF ASSESSMENT QUESTIONS AND 
EXERCISES

Short-Answer Questions

 1. Mention the shortcomings of public sector enterprises.
 2. What were the main focus areas of the Competition Act, 2002?
 3. List the measures taken by the government to control monopoly in 

India.

Long-Answer Questions

 1. Critically analyse the performance of public sector enterprises in India.
 2. Discuss the price policies of public sector enterprises in India.
 3. Discuss the growth and development of public sector enterprises in 

India after independence.
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